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SUMMAR Y

PROGRAM STATUS

The National Aeronautics and Space Administration, in its space

exploration program, has promoted space communications through

hardware development and technical studies. August 6, 1965, the

Goddard Space Flight Center, NASA, awarded the Hughes Aircraft

Company a study contract for Parametric Analysis of Microwave and

Laser Systems for Communication and Tracking, NAS 5-9637.

This study contract has three basic purposes: first, to collect

the information and conclusions of previous studies and present them

in a readily accessible form. Secondly, to formulate a "Reference Data

for Advanced Space Communications and Tracking Systems" which will

contain: {I) a methodology for solving space communication and tracking

problems, {2) parametric studies of the parameters involved in the

methodology and, {3) a state-of-the-art documentation of the parameter

values. Finally, the third major purpose of the study is to evaluate the

capability and amenability to modification of the available world wide

communication and tracking system to the increased performance

requirements of future microwave and optical communications systems.

The Parametric Analysis of Microwave and Laser Systems for

Communication and Tracking is to be conducted in two phases. Phase I

had a six-month duration and Phase II has a thirty-three month duration.

The study is presently at the three-month point of Phase II. The pro-

gram plan for Phase II is shown in Figure I. To a large degree this

plan indicates periodic updating and enlargement of the first issue of

"Reference Data for Advanced Space Communication and Tracking Systems."

The purpose of the Reference _Book is to enable a designer to

determine an optimum communication and tracking system for a deep

space vehicle. In order to determine the optimum system, a great deal

of basic information must be accumulated and properly organized for a

variety of topics over a wide range of possible transmitting frequencies.

It is not the purpose of this compilation of data and methodology to favor
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D

any particular frequency but to allow the designer to look at the merits

of each configuration and to use the one that best matches his constraints

and requirements.

The effort during this quarter and the effort of the next quarter

has and will be directed toward enlarging and updating the Phase II

Program Plan submitted 6 February 1966. The last quarter of 1966

will utilize this compilation of data and the updating of the methodology

section, to be completed during that quarter, to formulate a document

that should have a wide application to Space Communication and Tracking

Systems. The Methodology has been developed to a limited extent during

this last quarter. This development has resulted in a center-line design

method which determines the optimum split of invested effort among the

several key parameters (e.g., spacecraft antenna size, transmitter

power, ground antenna size, etc.l of a Communication and Tracking

System. This design has been implemented in a relatively straight-

forward computer program and has produced results, for rather simple

problems, which are intuitively satisfying.

SUMMARY BY TECHNICAL SECTIONS

This issue of "Reference Data for Advanced Space Communications

and Tracking Systems" is summarized by section in the following material.

The Reference data updating includes: Missions Analysis, Transmitting

Power Sources, Modulators, Acquisition and Tracking, and Background

Radiation and Atmospheric Attenuation. Before a brief summary of the

material in each of these sections is given, a summary of a general

space communications section will be presented. This section, which

immediately follows this summary, considers the overall communications

problem and asks the question "at what frequency can a given data rate

be achieved with the least weight?" The approach taken is to document

the explicit and implicit frequency relationships of the transmission

equation to determine the best operating frequencies. This is done from

the standpoint of the highest product of signal-to-noise ratio (with a

constant transmitted power ) and data bandwidth. The analysis indicated

three frequency bands shown as peaks in Figure 0-4. The weight required

v
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to build a typical communications system in these three bands and at

0.5_were calculated. The results are given in Table 0-6. Here it

is seen that the 2.3 G system requires the least weight.

Summary of Section 3.0, Missions Analysis

Missions Analysis, Section 3.0, summarizes manned and unmanned

space missions envisioned over the next several decades. The primary

objectives of each mission are described and implied communication

requirements are discussed.

The choice of a space communication system for a particular

mission must take into account

i. Probable objectives of the mission under consideration

Z. Reflection of these mission objectives into communication

system requirements.

This involves definition of communication range and system lifetime

requirements and their effects on data transmission rate and data

processing and storage facility requirements. More basic limitations

are the restrictions on communication system weight, volume, power,

aperture size and pointing accuracy imposed by technological limitations.

Relevant trade-offs between the required communication rate and data

storage and processing requirements are considered. The present and

projected states of the data storage and processing arts are briefly

reviewed as a guide to this trade-off. Communication ranges and

mission durations characteristic of the anticipated missions are

presented, as are spacecraft weight limitations imposed bylaunch vehicles.

Summary of Section 5.0, Transmitting Power Sources

Transmitting Power Sources, has been significantly enlarged in the

area of solid state power sources in the microwave region and in the area

of CO 2 laser technology in the optical region.

Solid state microwave sources such as IMPATT oscillators and

Gunn effect oscillators hold promise of producing significantly higher

RF powers than have been available with other solid state devices. The

vii
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theory and performance of these devices has been included in this issue.

Figure 5-11 illustrate the performance that has been obtained with

Gann oscillators.

The CO 2 laser, with its efficiently produced energy has received

a great deal of attention in recent months. This issue of Transmitting,

Power Sources, documents the theory for the CO Z laser, discusses its

scaling laws, modes of operation and gives the state-of-the-art in CO 2

lasers. Figure 5-38 is typical of the parametric variations of the

CO 2 laser while Table 5-8 lists current state-of-the-art in CO 2 lasers.

Transmitting power sources for space communications requires

more than power output. The power may be required to be at a single

frequency and be stable at that frequency. For these reasons methods

of laser mode locking and methods of laser stabilization have been given.

These discussions point out several methods of achieving the desired

results. However the methods implemented to date are quite complicated

and are available only in a laboratory environment.

Summary of Section 8.0, Acquisition and Tracking

The efforts in Acquisition and Tracking in the last quarter have

been directed towards documentation of the basic constraints within

which an acquisition and tracking system must operate and in examining

the effects of these constraints on some general configurations.

Although only a limited amount of quantitative data is presently

available, the perturbative effects of the atmosphere on both the

transmitted and received beams are discussed. The anomolous effects

of turbulence and other inhomogenities are documented. They produce,

for example, beam steering errors which may be as large as ±15 _rad

in the presence of strong turbulence.

Ranges of probable angular errors are discussed. Included are

the minimum pointing errors which can be predicted by the DSIF. Also

given are the errors associated with predicting the rotation of the line-

of-sight vector as illustrated in Figure 8-6.

ix
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The state-of-the-art for star and sun sensors was documented

to a limited degree. Table 8-3, repeated here, is representative of

current development for these sensors. The field of view provided by

these trackers is adequate to cover the predictive and systematic

errors associated with initial acquisition and with tracking.

Summary of Section 7.0, Optical Modulators

In the present revision, emphasis is placed on the more important

advances in optical modulation technologywhicllare currently in progress.

A section on Elasto-Optic Modulation has been added. This is of timely

importance because of the urgent need to develop techniques for modulating

the high-power sources being made available at i0.6 microns by the

CO 2 laser. The subject of internal modulation of laser oscillators has

been considerably expanded. This technology, similarly to that of

acoustic (elasto-optic) modulation, is still in an early stage of development.

Its importance lies in its promise to effect great economies in size,

weight, and driving power required as compared with existing optical

modulation devices which are external to the laser oscillator.

The section on Electro-Optic Modulation has been revised in

several ways to improve and clarify the presentation. Data has been

included on lithium niobate (LiNbO3), which has recently become

available with sufficient size and optical quality to show promise at least

for internal modulation. This crystal has good optical transmission
o

from about 4000A to beyond 4 microns. Available data on lithium

tantalate, another promising new crystal, also has been added.

The possibility of placing some initial approximate values on the

modulator performance/burden relationships defined in Section Z.0,

Methodology, was considered. In our judgment it is still premature to

make meaningful assessments of the weight, cost, or driving power

required as a function of information bandwidth. These values will vary

with the particular optical source considered, and may not be continuously

variable as a function of information bandwidth. At 10.6 microns, a

wavelength of great current interest for space applications, there is

essentially no existing technology for wideband modulation of high-power

xiv
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optical beams. A speculative approach is to use acoustic techniques

applied internally to the laser oscillator. There is, however, no

valid basis at this time for making a prediction of the performance/

burden relationships which might result from development of this technique.

A summary of the state-of-the-art in the optical modulator field is

given in Table 7-4 which lists characteristics of some electro-optic
modulators as of June 1966.

Summary of Section 12.0, Background Radiation and Atmospheric

Propagation

External noise is of great significance in determining ultimate

communication system performance. Section 12 presents such infor-

mation as is currently available concerning external noise sources

relevant to optical and microwave space communication systems. The

principal types of noise encountered are:

i.

2.

.

Cosmic noise, originating outside the solar system

Solar system noise, other than terrestrial, originating from

the sun, the planets, or their satellites

Terrestrial noise, originating from the earth or its

surrounding atmosphere.

Propagation of optical radiation through the terrestrial atmosphere

including the effects of atmospheric turbulence in introducing phase and

polarization changes, image dancing, beam scanning, and scintillation

is considered and its implication with regard to system performance

is discussed. The effect of atmospheric turbulence in introducing phase

and amplitude fluctuations in radio frequency radiation is briefly discussed.

xvii
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0.0 SYSTEM PERFORMANCE

The potential telecommunication performance for a deep space

communication link (from a space vehicle to earth) is considered in

this section as a function of frequency. Consideration is given to both

the basic and practical limitations which apply.

First, as a measure of telecommunication system performance,

the product of signal quality and quantity is derived from the one-way

transmission equation, and the explicit frequency-dependent terms are

separated from the system parameters. Next, link performance is

investigated as a function of the explicit frequency dependency and as

it is influenced by the implicit restrictive frequency dependencies

imposed on the "constant" parameters of the transmission link equation.

Included are the losses due to atmospheric absorption and the influence

of atmospheric distortion on receiver aperture size. Total link per-

formance is then given as a product of the various frequency dependent

parameters. The optimum operating frequencies indicated as a result

of this analysis will depend on the relative values taken as parametric

restrictions. The analysis indicates three frequency bands which

promise higher performance than the frequencies which are immediately

adjacent. A detailed weight breakdown has been made for a communica-

tion system operating in each of these bands and at one other wave

length of interest, 0.5 _. Finally, consideration is given to operational

system requirements and their effect on the overall system implemen-

tation. This consideration includes the relative role of earth receiving

stations versus satellite receiving stations.

0.I PERFORMANCE CRITERIA

The performance of a telecommunication link may be measured

against many criteria. Chief among these criteria are amount of data,

trustworthiness of the data, and economy in transmission of this data.

In this study, primary emphasis is placed on achieving an improvement

in the amount of data while maintaining its quality. Economy of data

0-I 6 June 1966



transmission remains important but is placed in a secondary role at

this time. For in general, realistic cost evaluations must be related

to specific candidate systems as they develop from basic systems
studies and research. With the product of transmitted data quantity

and quality as a performance criterion the one way transmission
equation is written below where the signal-to-noise ratio, S/N, rep-

resents signal quality, the bandwidth, B, represents signal quantity,

and other symbols are as usually defined:

= o (1)

RZ(4"n')2hf I1 + e hf/kT _ 1)-11

Insertion of the functional frequency dependencies of the parameters of

this equation (e. g. , G R = 4_rAR/ k 2) gives:

(S) (B)_ L ATARPTLf M (2)
R2hc 2

where Lf represents the frequency dependent losses and M,

figure of merit, is given by I

an ultimate

M = f (3)
hf/kT - 1

l+(e - 1)

Equations (2) and (3) document the explicit functional frequency

dependencies and separate them from the "constants" of the transmis-

sion link equation. However, some of these "constants" are indirectly

dependent on frequency in terms of practical system considerations.

Consider, for example, the frequency dependency placed on a space-

borne transmitting antenna due to a pointing accuracy restriction. Such

a restriction sets a minimum beamwidth (or maximum gain), thereby

requiring the diameter of the transmitting antenna to decrease inversely

as frequency increases. This and other such restrictions must be

0-2



included when applying Equation (2) to the process of optimum frequency

selection. The explicit functional frequency dependency given by the

figure of merit, M, is discussed below as are the implicit frequency

dependencies due to the various practical limitations imposed on the

transmitting antenna area, AT; the receiving antenna area, AR; the

transmitted power, PT; and losses due to atmospheric transmission

represented by Lf.

Functional Frequency Dependency, M

Equation (3) compares ultimate system performance for

communication systems operating at different frequencies but with

constant values of antenna area for both transmit and receive, constant

power transmitted, and constant losses in transmission. This equation

is plotted in Figure 0-1 and indicates that with the above parameters

fixed, the performance increases linearly with frequency where

quantum noise is dominant and with the square of frequency where the

thermal noise is dominant. As indicated in this figure, there is an

ultimate system improvement possible of six orders of magnitude in

going from present operating frequencies in the microwave band to the

visible light spectrum. While the actual achievement of this million-

fold improvement in system performance is inhibited by the practical

parametric restrictions to he discussed, still the figure of merit, M;

does represent an ultimate performance which could be approached

upon the investment of suitable effort. It sets a goal, the attainment

of which will require the development of new concepts and techniques.

Transmitting Antenna Area

The effective area of a spacecraft transmitting antenna may be

limited by one of three practical considerations:

• weight and size limitations imposed by the vehicle,

• antenna fabrication tolerances, and

• transmitting beamwidth demanded by the limitation on pointing

accuracy.

0-3
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D

Although there is some interrelation among these factors (for example,

an unfurlable antenna may be used for increased diameter at the expense

of dimensional tolerances) one will generally dominate within a certain

frequency range.

In Figure 0-2 transmitting antenna area is plotted against fre-

quency for different values of the three restrictive conditions. Hori-

zontal lines indicating diameter restrictions could be due to a variety

of constraints such as booster characteristics or vehicle weight alloca-

tions. Fabrication tolerances are proportional, to a first approximation,

to overall dimensions and hence are expressed in normalized form as

the ratio of the rms dimensional deviation to the diameter, _/D. Since

a given ratio implies a particular gain limit 2, useful antenna area will

be inversely proportional to the square of the frequency for a given

_/D value. Similarly, a given pointing accuracy requires a certain

beamwidth and hence represents a gain limit. Thus, the same family

of curves can represent the restriction on transmitting antenna area

due to either fabrication tolerance or pointing accuracy limitations.

The curves, evaluated for an approximate 3 db loss, result in lines of

constant negative slope on the log-log plot of Figure 0-2 and are labeled

in terms of both _/D and beamwidth.

With reference then to Figure 0-2, the frequency dependency of

the transmitting antenna area may be determined based on an appropriate

set of assumptions as to vehicle constraints, practical fabrication toler-

ances, and achievable pointing accuracy.

Receiving Antenna Area

The same type of restrictions apply to the receiving antenna area

as to the transmitting antenna. Thus, the useful area of a single element

may be limited by allowable size, achievable tolerances, or (for coherent

reception) achievable pointing accuracy. For a satellite receiving sta-

tion, limiting values will not differ too much from those for a deep space

vehicle. On the other hand, for a ground station, receiver diameter

will in general not be restricted by installation requirements but for a

single element will be subject to a limitation due to atmospheric
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distortion of the signal wavefront over the aperture. As discussed in

Section 12.0, little quantitative information is available on such atmos-

pheric anomalies as wavefront corrugation and tilt, or unequal illumina-

tion of the aperture. However, an indication of the restriction imposed

on antenna diameter can be gained based on data available from the

NBS experiment 3 at Maui, Hawaii (1956). The assumption is made that

the wavefront distortions, corresponding to the phase deviations experi-

mentally measured as a function of baseline will have an effect similar

to that caused by dimensional deviations of the antenna surface due to

fabrication tolerances. It is further assumed the linear dimensions of

4
the distortion are to a first approximation independent of frequency

A curve based on the worst data from the Maui experiment is plotted

with the other restrictions in Figure 0-2.

•In the optical region of the spectrum an atmospheric correlation

length has been defined which is found 5 to vary as k6/5 The effective

optical aperture area corresponding to this correlation length for typical

daytime conditions of atmospheric turbulence is given in Figure 0-2.

This restriction applies only to coherent reception.

Transmitted Power

Frequency dependent restrictions on transmitter power are

related to the method of power generation. At microwave frequencies

traveling wave tubes have been found most satisfactory in providing high

powers, and this capability extends to the millimeter wavelengths. In

general, however, maximum power generation capability in TWT

amplifiers is inversely proportional to frequency.

At optical frequencies the principal limitation on power generated

is set by heat dissipation in the laser cavity as a result of low conver-

sion efficiencies. There is no significant systematic dependency on

frequency, performance being related to the different specific laser

mechanisms.

In either portion of the spectrum an increase in power can always

be achieved by paralleling units. Hence the effective limitation is set

by weight, size, and power supply restrictions.

0-7



a

Atmospheric Losses

Transmission losses occur in the atmosphere due to absorption

of electromagnetic radiation by the constituent gases (especially water

vapor) and in the optical region, due to aerosol and molecular scatter-

ing. Absorption occurs in bands in the spectrum rather than as a

systematic variation; this spectral absorption is indicated in Section 12.0.

Scattering from aerosols generally accounts for the predominant loss at

low altitudes in the visible region, where the transmission is roughly

proportional to wavelength.

Rain and fog begin to have a serious effect on transmission in the

millimeter region of the RF spectrum, with the effect due to fog increas-

ing at optical frequencies. It is evident that an optical communication

link would be effectively blacked out by cloud cover. Table 0-16 shows

the percentage of time that various sites experience obscuration by

clouds and indicates the seriousness of this problem.

Receiver Noise

Ideal and projected system noise performance is given in

Figure 0-3 I. Essentially the noise has no explicit frequency dependency

other than that already included in the figure of merit, M. It depends

in practice, however, on external noise sources and on achievable

equivalent noise temperatures in the RF region and detector quantum

efficiencies in the optical region. Presently achievable performances

in the RF and projected performance in the optical spectrum are indi-

cated in the figure. Although a receiver noise figure was not explicitly

included in the one-way transmission equation, it has the effect of

reducing the value of the figure of merit, M. The noise figure and

external noise (see Section 2) can be accounted for in the RF region by

taking the equivalent rather than actual input temperature as the effec-

tive value of M. In the optical region M should be reduced by the effective

quantum efficiency of the detector when considering the performance to

be expected of a real system.
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Figure 0-3. System noise performance.

0.2 SAMPLE PERFORMANCE CALCULATION

System performance versus frequency may now be calculated

based on the one-way transmission equation and on various limiting

values of the parameters as appropriate. To serve as an example and

give an indication of the sort of curve that results, a calculation is made

taking representative parametric restrictions as tabulated in Table 0-2.

Practical restrictions imposed by the atmosphere are considered for

three cases of interest:

a. No atmospheric losses (corresponding to a satellite

receiving station),

b. Atmospheric losses due to clear weather conditions, and

c. Atmospheric losses due to poor weather conditions.

The specific parameter values for the several frequencies at which

changes occur in the chosen parametric restrictions are given in

Table 0-3. The resultant product of signal quality (S/N) and signal

quantity (B) is also tabulated.

The product (S/N) (B) is plotted in Figure 0-4 for the three cases

considered with reference to the atmosphere. The sharp peaks and

0-I0
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9

valleys result from the discontinuous nature of the parametric

restrictions selected, and their exact positions are dependent on the

particular values taken as representative of practical limits.

The curve for a satellite receiving station shows three maxima.

These occur at 3 Ghz, I00 Ghz, and 3 X 1013 cps, or a wavelength of

approximately i0 microns, and are directly related to the maximum

frequencies for which constant antenna sizes were taken for both the

transmitter and receiver. The cutoffs after the first two peaks occur

due to the more stringent fabrication tolerances required at shorter

wavelengths, while the cutoff in the optical region results from a lim-

itation in pointing accuracy.

Similar maxima are indicated for an earth based receiving site

under clear weather conditions except that the millimeter-wave maxi-

mum is heavily attenuated and shifted by the atmospheric losses. The

optical portion of this curve is reduced slightly from the corresponding

satellite receiving station curve by the atmospheric restriction on

lateral coherence over the wavefront.

When the restrictions imposed by clouds and rain are considered

the familiar single maximum at microwave frequencies results for the

product (S/N) (B).

The curves of Figure 0-4 are normalized in three senses: a

range of one astronomical unit is taken, a transmitted power of I watt

is used, and a single-aperture ground antenna is assumed. Thus,

increased performance at this range is available by increasing the

transmitted power or by increasing the number of ground antennas to

form an array.

It should also be noted that the curves in the optical region rep-

resent performance limitations on coherent detection. For non-coherent

detection, pointing accuracy and atmospheric distortions do not impose

restrictions on receiver aperture area so that the reduction in perform-

ance with frequency in the optical region (for no atmosphere or for

clear weather) will be as the inverse of the frequency rather than the

inverse cube of frequency as indicated in Figure 0-4.
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Comparison Analysis, Required Power

Figure 0-4 shows three maxima in the (S/N) B versus frequency

curve. These occur at 3 Ghz, 100 Ghz, and at a wavelength of approx-

imately 10 microns and correspond to the parameter values chosen.

The potential telecommunication performance for a deep space

communication link (from space vehicle to earth) is considered at

these three frequency bands plus an incoherent optical system at

0.5 micron. The comparison criteria are transmitted power and total

transmitting system weight for a deep space vehicle. In addition, the

transmitting power was evaluated for three sets of antennas at 2.3 Ghz.

They are: (1) a 16-foot transmitting antenna and a 210-foot receiving

antenna, (2) a 32-foot transmitting antenna and a 210-foot receiving

antenna, and (3) a 16-foot transmitting antenna and a 744 by 744-foot

square receiving antenna.

The parameters involved in minimizing transmitted power may

be seen by rearranging Equation I.

PT = (S/N)(4=R/k) 2 {hf [I + (I/e hf/KT - I)] B}
GtGrL T

The microwave system (2.3 Ghz) is compared to the millimeter system

(94 Ghz) in Table 0-4 while the infrared system (10.6 micron) is com-

pared to an incoherent optical system (0.5 micron) in Table 0-5. All

systems with the exception of the latter employ coherent detection.

-5,Each system is assumed to provide the same error rate, 10 for a

bit rate of 2 X 106 bits per second at a range of 100 million nautical

miles.

Explanatory notes for the parameter values used in Tables 0-4

and 0-5 are given below.

Signal-to-Noise

Los se s

-5
For an error rate of 1 0 the signal-to-noise

power ratio is taken as ten for all systems.

The atmospheric loss was determined for a

zenith angle (angle off the vertical) of 75 degrees.

(See Section 12.) Antenna efficiencies are

included in the antenna gain terms.

0-17



Noise Power

Detector Efficiency

Transmitter
Antenna Gain

Receiver
Antenna Gain

Sky temperatures were determined assuming
a zenith angle of 75 degrees. For a coherent
system the minimum value for noise power is
hf B while for incoherent detection the noise
is 2 hf B. Noise bandwidth is assumed equal
to one-half the bit rate.

The detector quantum efficiency is assumed
to be 50 percent. At present, this figure is
optimistic; however it is felt that detectors
can be made with this quantum efficiency
throughout the visible and infrared.

Several organizations engaged in the develop-
ment of stowable antenna techniques report
that a 30- to 50-foot diameter reflector antenna
could be assembled in space to operate at
2 to 3 Ghz with efficiencies of 50 percent and
gains of 45 to 50 db. A 94 Ghz, a 15-foot
cassegrain parabolic reflector antenna with
a gain of 70 db is operating at the Aerospace
Corporation.

For the optical frequencies, the antenna size
is limited in this calculation by the ability to
point a narrow beam. For both 0.5 micron
and l 0.6 micron the beam size is limited to
10 microradians (2 arc/seconds). This requires
a pointing accuracy of about 0.2 arc/second.

A ground based 210-foot antenna is operational
in the DSIF. Large (600- to 1000-foot) antennas
are being considered for deep space at S band.
Reference three points out that an array
(10 elements) of 210-foot antennas is economi-
cally feasible for very deep space systems. 4
The 10.6_ antenna size is limited by atmos-
pheric correlation. (Figure 0-2.) For 0.5_,
the antenna size is not limited by atmospheric
correlation since an incoherent detector is
used. The 30.5-foot antenna is proposed here.
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Signal-to-Noise, S/N, for

error rate of 10 -5

Beam Spreading Loss

(4_R/k)2

Antenna e fficiencies

Total line loss

Atmospheric Loss

System Noise Temperature,

KT

Noise Bandwidth, B

Noise Power, KTB

Transmitter antenna gain,

G T (beam width)

Transmitter antenna gain,

%

Receiver antenna gain, G
r

Receiver antenna gain, G'
r

Transmitter Power, PT'

for G T and G r

Space Craft Power

Transmitter efficiency

I

Transmitter Power, PT'

' and Gfor G T r

ii

Transmitter Power, PT'

for G T and G 'r

Z. 3 Ghz 94 Ghz

l0 10 db

k =13cm
R 1.85 X 108Kin

0.54

0.8

0.95

10 ° sky +
25 ° receiver

10 6

16 feet

(-20 mrad. )

32 feet

210 feet

744 feet X 744 feet

270 watts

773 watts

0.35

67.5W

6.8W

-265.1 db

-1.0 db

-0.2 db

-21 3.2. db/cps

60 db/cps

-153.2 dbW

38.8 db

44.8 db

60 db

76 db

24.3 dbW

28.9 dbW

20.3 dbW

8.3 dbW

10

k = 0.32 cm
R 1.85 X 108Km

0.54

0.7

0.5

200 ° sky +
200 o receiver

15 feet

(- 1 mrad. )

15 feet

400 watts

2000 watts

0.2

10 db

-297.2 db

-1.5 db

-3.0 db

- 205.7 db/cps

60 db/cps

-145.7 dbW

70 db

70 db

26 dbW

33 dbW

Table 0-4. Micro/millimeter transmission from a

deep space vehicle to earth.
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Signal-to-Noise, S/N,

for error rate of
-5

10

Beam Spreading Loss

(4_R/k)k

Transmitter optics

loss

Receiver optics

loss

Dete cto r Quantum

Efficiency

Atmos phe tic Los s

Noise Bandwidth, B

Noise Power hf B

{incoherent) 2hf B

T ransmitter antenna

gain, G T

beam width

Receiver antenna

gain, G
r

Transmitter Power,

PT

Space Craft Power

[XMTR efficiency]

0.5_
incoherent

10

R = 1.85 X 108Km

0.8

0.3

0.5

0.45

106 hz

8 X 10 -13

2.5 inches

10 _rad

30.5 feet

5.. 3 watts

5,300 watts

0.001

10.6
coherent

10 db

-373.6 db

10

R = 1.85 X 108Km

-I db

-5.2 db

-3 db

-3.4 db

60 db/cps

- 1 21 dbW

112 db

156 db

7.2 dbW

37.2 dbW

0.7

0.3

0.5

0.6

1 06 hz

1.9 X 10 -14

3 feet

1 0 _rad

1.5 feet

1 20 watts

800 watts

0.15

10 db

-347.1 db

-1.5 db

-5.2 db

-3 db

-2.2 db

60 db/cps

-1 37.2 dbW

1 09.4 db

101.6 db

20.8 dbW

29 dbW

Table 0-5. Optical/infrared transmission from
a space vehicle to earth.
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The purpose of Tables 0-4 and 0-5 is to calculate the required

transmitted and input power at each frequency considered. These

powers are then interpreted in terms of the weight required to provide

such a power and these weights are added to the estimated weights of

the other communication components to obtain an overall system com-

parison on the basis of weight. This comparison is tabulated in

Table 0-6 for the four different frequencies and in Table 0-7 for the

3 sets of antenna size at 2.3 G cps. As is seen from these tables, the

configuration at 2.3 G cps is considerably more attractive than the

other frequencies on the basis of weight.

Comparison Analysis, Required

Space Craft Transmitting System Weight

In the weight comparison of the four systems shown in Table 0-6,

the transmitting system includes primary power sources, regulator

and battery, and heat exchanger which are primarily dependent on total

power with regard to weight. The weights of the remaining portion of

the system namely antenna/optics and associated tracker/control

systems are dependent on antenna/optics diameters. The weight of the

optics in the infrared system (10.6 _) is reasonably low because light-

weight body-fixed optics are assumed. Also the tracker is assumed to

be a control system type identical to that in the millimeter (94 Ghz)

system. If body-fixed optics were not assumed the weight of the optics,

including servos and supporting structure would be about 800 pounds

while a tracker would go as high as 1800 pounds for a 36-inch telescope.

In the 0.5 _ system the optics and tracker are not body-fixed since the

telescope diameter is small and their combined weight is less than

I percent of the total system weight.

As seen in Table 0-8, the systems can be compared on a percentage

basis. The optical system (0.5 _I is almost all total-power dependent

(99 percent_ while the infrared system (I0.6 _tl is more evenly distrib-

uted with 32.5 percent total power dependent, while the remaining 67.5

percent is dependent on optics diameter. If body-fixed optics are not

employed, the dependence on optics diameter is increased to 81 percent.
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Antenna Size (Ground)

Antenna Size (Transmitter)
2.'3 Ghz

Total Power Required

Solar Panel-Power Regulator-

210 ft.

16 ft.

773 watts

210 ft.

32 ft.

193 watts

Batteries

Transmitter

Heat exchange

Antenna System

Tracker/Control System

218 ibs.

I0 ibs.

35 ibs.

40 ibs.

105 ibs.

408 lbs.

55 lbs.

3 Ibs.

9 Ibs.

80 Ibs.

105 lbs.

25 2 lbs.

744 X744 ft.

16 ft.

19.4 watts

6 ibs.

1 lb. _:'

1 lb.

40 Ibs.

105 Ibs.

1 53 Ibs.

_:-"Transmitters are available from 1 watt to 20 watts weighing one

pound in the range of 1-10 Ghz. reference

Table 0-7. Effect of an increase in

antenna gain on weight.

System Weight Dependence

Total-Power

Antenna/Optics size

2.3 Ghz

64.4%

35.6%

94 Ghz

82.6%

1 7.4%

0.5_

99%

1%

I0.6_

67.5%

32.5%*

Table 0-8. Distribution of weight between power

and antenna/optics size.
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0.3 SYSTEM CONFIGURATIONS

As indicated in the previous section, improved performance may

be achieved by an increase in parameter values or by a suitable selec-

tion of operating frequency. A major hindrance to the improvement

promised at higher frequencies is presented by the attenuating and

distorting characteristics of the atmosphere. Space missions which

are likely to require the wide signal bandwidths considered in this

study are those involving real-time transmission of data and hence a
continuous communications capability. Such a requirement can be

expected for a flyby mission, a landing mission, or a mission requir-

ing voice communication. At microwave frequencies continuous

coverage can be achieved as is seen from Figure 0-4. However, at
optical frequencies clouds may cut off a ground site completely. Thus,

in order to meet the requirements of a continuous optical link from the

spacecraft to the earth within an acceptable atmospheric loss, alternate

transmission configurations must be considered.

Optical Transmission Through the Atmosphere

If a pure optical system is to be used with no backup radio link,

the only alternative available to provide continuous coverage is multiple

ground stations. These stations must be distributed such that at least

one is always visible to the space probe for a given phase of the earth.

The number of such stations would probably be 5 to 10 times the number

of stations operating at a frequency not limited by atmosphere.

In addition to increased costs a second unfortunate consequence

of multiple ground stations results from the very narrow beams appro-

priate to optical communications. These beams will, in general,

illuminate only a portion of the earth--an area of perhaps i000 miles

or less in diameter. Thus, if it is necessary to change the ground

receiving station due to atmospheric problems, it will also be neces-

sary to redirect the transmitted beam of the spacecraft to the new

earth site. This redirection must be accomplished by an "open loop"

command from earth with its accompanying time delays.
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Radio Transmission Through the Atmosphere

Figure 0-4 indicates that a radio frequency may be selected for

which the concommitant attenuation will be acceptable; and indeed,

data such as shown in this figure combined with the limitations imposed

by radio noise sources have led to the selection of the present fre-

quencies used for deep space communications. However, if the ulti-

mate potential of Figure 0-1 is to be exploited, a higher frequency

must be used. This suggests a hybrid system, one which uses a suit-

able microwave frequency for propagation through the atmosphere and

which then employs a much higher frequency, in the millimeter or

optical region, for transmission between the deep space probe and a

relay satellite.

Summary

Possible configurations for future deep space communication

systems that can provide the desired improvement in performance

over present systems can be summarized as follows:

• A direct space vehicle to earth link may be employed,

operating in the lower microwave region from about 2 to 7 Ghz.

This frequency will permit transmission through the atmos-

phere with acceptably low atmospheric attenuation and low

noise contribution from the sun, stars, etc. Improved link

performance must then be achieved by appropriate improve-

ments in noise performance and transmitted power, and in

both transmitting and receiving antenna gains. Increases in

gain generally imply larger antenna areas or antenna arrays

for the earth receiving station, but some contribution to the

gain of the spacecraft antenna may be achieved by an increase

in frequency within the 2 to 7 Ghz range.

• A direct probe-to-earth link may be employed operating at a

high microwave or optical frequency. The higher operating

frequency is selected to obtain greater system performance

potential. Multiple receiving sites must be established in
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order to assure--with a given probability-that excessive

attenuation will not occur because of rain or clouds.

• A hybrid link may be chosen utilizing a high microwave fre-

quency or an optical frequency from the probe to a relay

satellite to achieve the high potential of these frequencies.

A lower microwave frequency can then be used to relay the

data through the atmosphere to (existing) ground stations.

If the higher performance potential of millimeter or optical wave-

lengths is to be exploited for deep space communication links requiring

full-time operational capability, it is evident that either satellite

receivers or multiple ground stations are needed. An analysis of the

economic implications of these two configurations will be necessary to

provide a basis for comparison between them, and for their evaluation

with reference to a microwave link. Before valid economic systems

analyses can be performed, however, the systems to be analyzed

require better definition.
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1.0 INTRODUCTION

I.I PURPOSE

"Reference Data for Advanced Space Communications and

Tracking Systems" is being produced for the Goddard Space Flight

Center by the Hughes Aircraft Company under NASA Contract

NAS 5-9637. The purpose of this contract is to perform a parametric

study with the following goals:

i. Perform overall systems trade-off studies in sufficient

detail to identify those missions which will made the best

use of laser/optical, microwave, or a combination of micro-

wave and laser/optical communication and tracking systems.

2. Provide a plan for optimumly integrating such future micro-

wave and/or laser/optical communication and tracking sys-

tems into present and future world-wide systems.

3. Provide overall systems design criteria or specifications

for microwave and/or laser/optical communication and

tracking systems.

The first issue of "Reference Data for Advanced Space

Communication and Tracking" provided preliminary data for the

achievement of these goals. This data was presented in thirteen

in addition to the introductory material. These

were designed to meet the contract goals, listed

technical sections,

technical sections,

above, as follows:

The methodology section provides a basis for determining

the optimum communication and tracking system configura-

tion, whether it be at microwave, millimeter waves, or

optical frequencies. The methodology section, in its detaiIed

documentation of functional reiationships, also establishes

the parametric studies which must be performed in each

technological area.
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• Two sections of the Reference Data will dominate in

establishing a means of integrating future space communica-

tion systems with existing and future ground facilities. These

are Mission Analysis and Ground Receiving Sites. Mission

Analysis is concerned with overall future space mission

goals and the facilities for their achievement. Present

Ground Receiving Sites are documented in the first issue.

Subsequent issues will refine this documentation and establish

criteria for future receiving systems.

• The basis for system design criteria are found in the

remaining technical sections. They are: Communication

Theory, Transmitting Power Sources, Detectors, Optical

Modulators, Acquisition and Tracking, Radio Frequency

Antennas, Optics, Spacecraft Prime Power Generation,

Background Radiation and Atmospheric Attenuation, and

Heat Transfer Systems.

This is the second issue of "Reference Data for Advanced Space

Communication and Tracking System. " In this issue five of the techni-

cal sections of the first or preliminary issues are updated and exten-

sively expanded.

The sections given in this issue completely replace their

corresponding sections in the first issue. The sections which are

updated and enlarged in this second issue are: Mission Analysis,

Transmitting Power Sources, Optical Modulators, Acquisition and

Tracking, and Background Radiation and Atmospheric Attenuation.

Updating and enlargement of other sections will follow the schedule

given in the Summary section.
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1.2 REFERENCE DATA FORMAT

Each Reference Data section is formed of six basic subsections.

They are:

Introduction

Theory

Performance

Burden Relationships

Nomenclature

References

Each subsection of this basic structure is used in the component

technology sections. However, some sections are not completely

amenable to this organization of material and variations are allowed.

The intent of the subsections is as follows.

1.2.1 Introduction

This subsection introduces the material of the section. The status

of the section in relation to its ultimate development may be noted.

1.2.2 Theory

This subsection is designed to introduce the reader to the theory

of the technological area being discussed. Basic relationships are

given but extensive derivations are avoided. The theory is presented

as a guide for using the material of the section and as a means to

project future parameter capabilities.

1.2.3 Performance

This subsection contains the documented state of the art of the

technology. It lists new varients of the technology and tabulates

parameters and performance.

1.2.4 Burden Relationships

This subsection contains the parametric relationships of the

section technology. Relationship of particular concern is parameter
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values as a function of weight, cost, size, etc. Ancillary equipment

required by the technology are also described in this subsection.

1.2.5 Nomenclature

A nomenclature subsection has been introduced with this issue

of "Reference Data for Advanced Space Communication and Tracking

Systems. " It is intended to apply only to the section of which it is a

part. It will form the basis for a complete and uniform nomenclature

for the entire volume. This should be realized in the 6 December

1966 issue.

1.2.6 References

This subsection lists references used in the section proper. The

references are not intended as an extensive bibliography but rather to

direct the reader to the source of the documented material.

1.3 FRONT MATTER

The Table of Contents, List of Illustrations and List of Tables

is complete for the entire volume of "Reference Data for Advanced

Space Communication and Tracking Systems." The date of last issue

for each section is given in the Table of Contents. Text material for

sections not updated in this issue may be found in the first issue dated

6 February 1966, Report Number P66-16.
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3.0 MISSIONS ANALYSIS

3.1 INTRODUCTION

The choice of a space communication system for a particular

mission must take into account

i. Probable objectives of the mission under consideration

2. Reflection of these mission objectives into communica-

tion system requirements.

This involves definition of communication range and system lifetime

requirements and their effects on data transmission rate and data

processing and storage facility requirements. More basic limitations

are the restrictions on communication system weight, volume, power,

aperture size and pointing accuracy imposed by technological

limitations.

3.Z PROBABLE MISSION OBJECTIVES

Earth orbital, lunar, and planetary missions envisioned over the

next several decades and their approximate inception dates are sum-

marized in Figures 3-1 through 3-4. l Objectives of these and other

2
missions were described by NASA Administrator Webb in his letter

to President Johnson of May 1964 under the following headings:

3.2.1 Earth Orbital Operations

A. Unmanned Scientific Missions

1. Investigations of the Sun, the space environment, and

their interrelationship.

a. Orbiting solar observatories carrying telescopes

and other instruments above the atmosphere to study the electro-

magnetic radiation from the sun.

b. Earth satellites to study specific phenomena such

as the influence of the sun on the earth's atmosphere, the particle

trapping mechanism and the interaction of the solar wind and the

earth's magnetic field.

3-I 6 June 1966
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c. Interplanetary probes to study the particulate

radiation from the sun, to determine the solar atmosphere, and to

investigate the space environment.

Z. Astronomical investigations - Orbiting astronomical

observations to study the electromagnetic radiation emitted by the stars

and galaxies from above the absorbing and disturbing influence of the

atmo sphe r e.

3. Biological investigations - Recoverable satellites

carrying animal and plant life to study the effect of the space environ-

ment, or the absence of terrestrial effects, on living organisms; and

specially instrumented probes to search for evidence of extraterrestrial

life forms in meteorites and asteroids.

B. Manned Operations

1. Spacecraft to orbit three men for periods up to Z weeks

to further extend knowledge of man's capabilities in space and to

develop the rendezvous, docking, and other flight operations necessary

to carry out the manned lunar mission. (Apollo).

Z. Spacecraft to orbit two men for a period of 30 days to

investigate the potential of earth-orbital flight for future military

operations. (Manned Orbiting Laboratory).

3. Spacecraft to orbit two or three men for periods up to

90 days to obtain fundamental knowledge on the performance of man in

longer duration space missions to accomplish manned scientific and

engineering research tasks, and to develop the spacecraft capability

for longer duration lunar mlssions and for logistics resupply of possible

earth orbital laboratories. (Apollo Applications).

4. Orbital manned laboratories

a. Laboratories capable of sustaining nine to twelve

men and of operating for periods up to 1 to 3 years with appropriate

logistics resupply in order to utilize man's abilities to observe, to

reason, and to perform complex tasks, such as: to conduct a wide

variety of research activities, to develop operational capabilities in

earth orbit, to develop and qualify subsystems and systems applicable

to lunar and planetary missions, and to establish the feasibility of
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manned missions of sufficient duration as would be required to

accomplish planetary exploration. (Manned Orbiting Research

Laboratory).

b. Large laboratories or semi-permanent space

stations, capable of sustaining up to 24 men, as major installation in

space to accomplish to a greater degree the objectives of the smaller

laboratories, with potential for serving as supporting facilities for

planetary missions.

c. Manned laboratories in synchronous orbit for the

primary purpose of enabling continuous manned observation of major

portions of earth.

C. Applications of Space Flight Technology

i. Meteorological Satellites

a. Extension of the Nimbus capabilities incorporating

improved sensors, camera, control, and data systems to permit

remote measurement and readout of atmospheric data at several alti-

tudes over the entire globe several times a day.

b. Spacecraft orbiting at synchronous altitude to

develop a capability for continuously viewing fixed areas of the earth

in order to continuously monitor transient weather phenomena such as

thunderstorms, fronts, or squall lines.

2. Communications and Navigation Satellites - Advanced

satellites to develop that technology needed to transmit from satellites

directly to small land and airborne receiving sites equipped with

simple, economical antennas. Development of this technology could

lead to systems for the control and coordination of air traffic in

congested trans-ocean air lanes, for all-weather global navigation and

position fixing; and for direct radio and television broadcasting from

satellites to home receivers.

3.2.2 Lunar Exploration

I. Manned exploration of the lunar surface for periods of

approximately 2 weeks or more utilizing a logistics system to provide
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the necessary shelter, life support, and roving vehicles to enable
scientific studies of selected areas within a range of several miles

from the landing point.
2. Establishment of semi-permanent lunar stations to conduct

extensive scientific investigation of larger areas on the moon through

the development and utilization of larger logistics systems.
3. Establishment of permanent lunar bases for the exploitation

of lunar resources, for staging of deep space missions, or as major
scientific observation sites.

3.2.3 Planetary Exploration

Specific planetary missions that are currently planned and those
that are under consideration are as follows:

A. Unmanned Mars-Venus Exploration

I. Spacecraft which fly by the planet with instruments to

determine temperatures of the surface and the atmosphere; to obtain

information about the atmosphere to aid in the design of vehicles to

enter the atmosphere and land; to look for evidence of extra-terrestrial

life; to look for magnetic fields, ionosphere and radiation belts.

Z. Spacecraft which fly by the planet and send an entry

vehicle into the atmosphere to more accurately determine the charac-

teristics of the atmosphere.
3. Spacecraft to orbit the planet and land a capsule on the

surface to begin the systematic study of the properties of the atmos-

phere, ionosphere, and magnetosphere of the planet and the search for
extraterrestrial life.

4. Spacecraft to land an automated biological laboratory to

study the biological systems on the planet, to study the effect of the

planetary environment on terrestrial biology and to provide significant

information needed to design spacecraft for a manned landing on the

planet.
The first of these is the successful Mariner program which

has now been extended to include a 1967 Venus mission and a

1969 Mars mission. 3 The last three categories of missions are grouped
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under the generic name, Voyager, scheduled for 1973 at the earliest.

As presently conceived, Voyager will take the form of a combined

orbiter with a landing capsule. Orbiter instrumentation will include

equipment for continuous measurements of atmospheric phenomena,

temperature, and composition. Lander instrumentation would include

life detection experiments, surface photography, seismometer and

gravity measurements.

B. Manned Mars-Venus Exploration

I. Manned landing missions to Mars in order to obtain

scientific knowledge of the atmospheric, surface, and subsurface

characteristics of the planet.

2. Manned fly by missions of Mars and Venus to obtain

additional fundamental knowledge of the interplanetary environment,

the planetary atmospheres, and the planetary surfaces through the use

of manned observations and data gathering, as well as unmanned probes

and landers carried on board the manned spacecraft.

3. Manned orbiting missions of Venus, and, if possible,

land on the surface for the purpose of obtaining scientific knowledge of

the planet.

C. Unmanned exploration of the distant planets, asteroids and

comets

I. Spacecraft which fly by Jupiter to study the magnetic

fields and trapped radiation belts believed to be responsible for the

radio noise from Jupiter.

2. Spacecraft to orbit Jupiter to map the magnetosphere,

determine structure, composition and temperature of the atmosphere.

3. Spacecraft to fly by Mercury to determine the surface

characteristics and measure the surface temperature.

4. Spacecraft to fly by asteroids to ascertain the nature

and surface characteristics of the asteroids and to attempt to determine

whether they are the remains of a planet or have another origin.

5. Spacecraft to fly through the tail of a comet to determine

the composition of a comet, its origin and the physical laws which

govern cometary behavior.
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The major forthcoming new interplanetary mission is Voyager.

NASA and JPL are presently working on in-house conceptual design

studies while Boeing, TRW, and GE have completed studies of Voyager.

It is expected that a preferred design approach will be arrived at by

November 1967 and a single contractor selected by April 1968. Present

plans call for use of a Saturn V booster and spacecraft weight in the

10,000- to 20,000-pound range. The first Voyager launch has been
3

delayed until at least 1973.
Manned missions beyond Apollo are summarized in Figure 3-5.

NASA presently envisions a 4-year program of Apollo Application
missions listed in Table 3-i. These will probably be followed by the

Manned Orbiting Research Laboratory with a crew of 9 to 12 men.

Apollo Applications missions fur lunar exploration include both orbiters

and landers. The first manned planetary mission sometime in the

1975-1985 period will certainly be a fly-by, rather than a lander mis-
4

sion, with Mars as the most probable objective.

3.3 COMMUNICATION SYSTEM REQUIREMENTS FOR PROBABLE

MISSIONS

Typical communication system problems and limitations for
various missions are listed in Table 3-2 (reproduced from the NASA

5
Pattern Relevance Guide).

3.3.1 Data Transmission Requirements

Data transmission requirements depend on the number and type

of experiments to be carried, the time interval during which informa-
tion must be returned, and the available information storage capacity.

Typical instrument payloads for an unmanned planetary fly-by space-
craft and their associated data outputs are listed in Table 3-3. 6 The

optimum transmission rate for returning this data must be determined

by a trade-off between transmitter power, transmitting and receiving

aperture size, information storage capacity and reliability considera-

tions. Typical maximum data rate requirements for various types of
information are listed in Table 3-4. Real-time television data rate
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Table 3-I. Apollo applications manned earth-orbit

flight program. *

Booster/ Altitude,

Approx. Inclination,

Date Duration

Saturn 1B ZOO nm

Mar. '68 28.5 deg

14 days

Saturn IB 200 nm

Sept. '68 28.5 deg

14 days

Saturn IB Z00 nm

Nov. '68 28.5 deg

14 days

Saturn 5 Z00 nm

Apr. '69 90 deg

14 days

Saturn 5 Sync.

May '69 0 deg

14 days

Saturn IB ZOO nrn

Dec. '69 28.5 deg

14 days

Saturn 1B g00 nrn

Jan. '70 28.5 deg

14 days

Saturn 5 200 nrn

June '70 83 (retro)

45 days

Saturn IB ZOO nrn

Oct. '70 28.5 deg

45 days

Primary Flight Objectives

Bioscience experiments: physiological effects ol

zero-g on crew and test animals, monitoring of

microorganisms in near-earth space.

200 nm

28.5 deg

45 days

Perfect extravehicular engineering activities

(EVEA); emphasis on astronaut locomotion.

Physical sciences: measure radiation; collect

micrometeoroids; study Atlantic geomagnetic

anomaly, capillarity, zero-g fIuid dynamics,

etc.

Validate advanced sensors for earth and lunar-

orbit surveillance of atmosphere composition

and dynamics; synoptic mapping; multispectral

and multifrequency radar terrain analysis.

Survey upper atmosphere via i-I radiometry

and spectrometry; study extraterrestrial effects

on weather (conjugate aurora and airglow).

Test optical instruments and materials; study

advanced LSS and navigation and guidance; EVA

manipulation and locomotion.

Perform extensive biomedical and psychological

studies in zero-g; validate countermeasures

against circulation reflex changes, hemostasis;

study sensory perception and complex task

performance.

Extensive biomedical/behavior experiments:

determine crew work capacity and metabolic

work loads.

Perfect long-term hygiene and food techn01ogy;

develop advanced waste management techniques;

flight-test small maneuverable satellite.

Secondary Flight Objectives

Perfect orbital operations techniques, advanced

mission spacecraft subsystems.

Carry basic biomedical/behavioral package

(BBP). Environment physics: radiation inves-

tigations, Mars spectrometry, test optical

materials.

EVEA assembly techniques, external maintenance

and repair, personnel and cargo transfer. Carry

BBP; study zero-g physiological effects.

Study personal hygiene techniques and food tech-

nology; experiment with artificial-g devices;

develop techniques and equipment for space rescue;

perform close-hand recon of satellite (Echo).

Evaluate advanced space suits; experiment with

small maneuverable satellite; test operation of

solar sailing passive cc msat; biomedical/

behavior studies.

Operate 38.5-in. reflecting telescope, manned

coronagraph, x-ray astronomy; collect micro-

meteoroids; biomedical/behavior studies.

Extensive bioscience studies of limb regeneration

and wound healing, otolith function in frogs, effects

of space on animal tissue; collect microorganisms

in near-space; practice orbit maneuvers and

docking.

Atmospheric studies; radiometry and spectrometry;

test prototype startracker; agriculture, forestry,

geology, and oceanographic surveillance.

Study long-term genetic effects on microorganisms

and animal tissue; effects of drugs on behavior, on

task performance, and on crew work/rest routines;

ar tificial-g.

Saturn 5 Sync. Astronomy/astrophysics mission: search for Optimize communication relay systems; deploy r-f

Apr. '7i 0 deg extraterrestrial life, study planetary surfaces reflectors, gravity-gradient booms and satellite

45 days and internal mechanisms of astronomical bodies, reIay; possibly recapture Syncom 3.

Saturn 5 200 nm Atmospheric, earth science, resources sur- Extensive biomedical/behavior experiments; study

Aug. '71 28.5 deg veillance mission; multispectral, synoptic space effects on structures; EVA deployment of

45 days earth mapping and radar imaging, large solar cell arrays.

Saturn 1B 200 nm Study EVEA procedures for transfer, launch Monitor radiation; fundamental capillarity pro-

Oct. '71 28.5 deg and recovery; develop propellant handling cesses; test advanced G&N units; biomedical

45 days techniques, studies.

Saturn 5 Z00 nm Radiometrie and spectrometric studies of upper Further experiments with small orbit-launched

Apr. '72 90 deg atmosphere dynamics; test prototype star- satellite; perfect advanced orbit maneuvering and

45 days tracker; mapping, photo- and radar-imaging of docking; study orbit assembly and other logistics

global agriculture, geology and ocean features, operations; flight-test advanced spacecraft

subsystems.

Saturn 5 200 nm Astronomy/astrophyslcs mission: study planets Develop technology for advanced LSS; test R&D

Aug. '72 28.5 deg with 38.5-in. optics; radio-astronomy; operate models of on-board guidance and navigation

45 days as manned solar observatory, systems.

Saturn IB Investigate advanced communications/navigation

Oct. '72 techniques; erect large-aperture antenna.

200 nm

28.5 deg

45 days

Complete biomedical/behavior studies; verify

long-term space medicine standards and

protective measures.

Saturn IB

Nov. _72

Various space physics studies: radiation environ-

ment, micrometeoroids, airglow horizon photog-

raphy. Study fluid behavior, pool boiling and

nucleate condensation.

Evaluate advanced space suits, worker facilities,

related EVA equipment; perfect on-board

centrifugation.

As presently conceived by NASA, the AES program extends over a period of four years. (For a more detailed breakdown of

the experiments for AES flights, see "Status Summary, Manned Experiment Program for AES, " NASA-Hq., OMSF,

Wash., D.C. Aug. Z, '65.)
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Table 3-3. Planetary fly-by scientific payload.

Interplanetary Measurements

Sample Bits Per Total Bits
i_ate S arnple

Solar magnetic field 2/hr

Solar wind l/hr

32

2OO

1.7 x 107

ii x i07

Cosmic dust

Lyman _ line intensity

X- ray flux

Cosmic ray flux

Solar flare proton flux

i/hr.

i/hr.

I/hr.

3/hr.

i/hr.

i00

8

24

72

24

5.3 x 107

0.42x 10

1.3x 107

3.9 x l 07

1.3 x 107

1.5 x 108

Planetary Fly-By Measurements

Magnetic field

Trapped radiation

Atmospheric composition

Surface features

60/hr.

66/hr.

612/hr.

300/hr.

16

56

256

2.5 x 106

104

3x 104

1.6 x 104

14x 107

1.4 x 108

requirements versus bandwidth are shown in Figure 3-6 with resolution

as a parameter. Figure 3-7 shows the anticipated data rates for

various communication tasks for a 250 million mile range typical of

5
the near planets. The lower shaded horizontal bar indicates the data

rate required for transmitting one television picture per day. Antici-

pated Voyager communication requirements are listed in Table 3-5. 3

Depending on the data rate requirements of a particular mission, it may

be preferable from a systems viewpoint to provide sufficient data

storage capacity to permit transmission at rates far lower than the

acquisition rate. An alternate possibility is transmitting stored data

at the real-time rate, but at a later time when the communication range

has decreased because of the vehicle trajectory. This may pose a

reliability problem.
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Table 3-4. Typical data requirements.

Pulse Code Modulation

Signal Represen- Maximum Tolerable
Error

Type Bandwidth tation, Bit Rate
bits/sample Rate

iScientific data

Engineering
data

Command data

Teletype

Speech

R eal-time

television

(500 x 500 ele-

ment picture)

Pictorial trans-

mission ( 500 x

500 element

picture in 12.5

s e conds )

0-I kc

0-I kc

0-4 kc

15 cps- 4 mc

15 cps-10 kc

5

6

6

18 kilobits

14 kilobits

50 bits

75 bits

40 kilobits

48 mega-

bits

12 0 kilobits!

10 -2

10 -2

-5
I0

-5
10

-3
10

-3
I0

-3
I0

Spaceborne recorders are available with speed capabilities

ranging from 1 bit/sec to 5 megabits/sec. Recorders with write/read

speed ratios of 1 02:1 have been used in space, although higher speed

ratios of 1 04 or more would be desirable for some applications. In

general, recorder system weight is a direct function of the capacity

for a given storage mode (e. g., tape), plus a fixed weight which is a

function of the data rate. As an example, the Mariner 4 data tape

recorder and its data encoder weighed 39.5 pounds and stored

5.25 x 106 bits of data. Actual operating mean times between failure

are on the order of 1,000 hours, although recorders have survived a

primarily quiescent existence in the space environment for as long as
5

one year.

Data handling requirements may be as small as 10 to 1 00 compu-

tational cycles per day during midcourse on a planetary fly-by mission,

then rise to I00,000 per second during encounter. Atypical aerospace

computer having an add time of 2 to 5 microseconds and a capacity of
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Figure 3-6. Television bandwidth requirements.
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Table 3-5. Voyager spacecraft preliminary designs

SATURN IB
LAUNCH

High gain antenna
size

Data storage

Solar panel area

Battery power

Engine

Relay link power

and frequency

S-band encounter

data rate

SATURN V

LAU NC H

High gain antenna
size

Boeing GE

8 ft x IZ ft

2 x 108 bits

241 sq ft

2460 watt-hr

solid

14 watts /

l00 mc

8000 bps

8 ftx 12 ft

7.5 ft circular

6 x 108 bits

197 sq ft

2280 watt- hr

liquid

20 watts/

200 mc

8500 bps

7.5 ft circular

TRW

6.5 ft x 5.5 ft

Z x 108 bits

190 sq ft

2000 watt-hr

solid

gO watts/

1 37 mc

5000 bps

9.5 ft circular

Data storage

Solar panel area

B attery power

Engine

Relay link power

and frequency

S-band encounter

data rate

3.8 x 108 bits

316 sq ft

2720 watt-hr

solid

14 watts /

100 mc

15,000 bps

6 x 108 bits

181 sq ft

3240 watt- hr

solid

20 watts /

ZOO mc

15,000 bps

2.3 x 108 bits

290 sq ft

1890 watt-hr

liquid

20 watts/

1 37 mc

15,000 bps

Mariner's disquieting evidence of a 5-10-mb Martian atmosphere

forced an upward revision of Voyager's launch-weight requirements.

Contractors were invited to modify their previous recommendations

(first set of data in the table) to take advantage of a Saturn-V-boosted

payload.

4096 16-bit words, occupies about 0.05m 3, weighs about 10 kg and

consumes 80 watts. Compact computers with capacities of over 16,000

36-bit words each are within the present state-of-the-art. It is

expected that space computers of the mid-1970's, having a memory

capacity of 32,000 36-bit words, would weigh less than 1 kg and displace
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less than 5,000 cc's, based on the present promises of thin film and

integrated circuitry electronics. Mean times between failure of

present computers are on the order of i0,000 hours; mean times between

failure on the order of 50,000 to one million hours are predicted by the

5
mid- 1970's.

3.3.Z Communication Range

If all other factors remain constant, the information capacity of

a communication link decreases as the square of the transmission

distance. Thus, the Mars-to-Earth transmission capacity of present
-6

facilities is of the order of 10 that of the Moon-to-Earth capacity.

Maintaining a given data rate transmission capability over increased

range requires increases in transmitter-power, transmitter-aperture,

receivingaperature, orsome combination of these. Communication

range for a given space mission depends on the launch date and the

injection energy expended as well as the objective. Figures 3-8

through 3-118 show communication distance vs. launch date with C 3,

the injection energy of the escape hyperbola, as a parameter for

Mercury, Venus, Mars, and Jupiter missions. The terms Type I and

Type II refer to the two possible elliptical interplanetary transfer

orbits. For Type I, the heliocentric central transfer angle is less

than 180 ° and for Type II it is greater than 180 ° . Class I or II refers,

to planetary encounter at the first or second intersection of the spacecraft

trajectory with the planetary orbit.

3.3.3 Communication System Lifetime Requirements

System lifetime requirements influence the design of a communi-

cation systei_ prin_arily through the :_vo_on'+_ of a rel_ab_1_+y..... con-

straint. System lifetime is determined by flight time and by mission

objectives. Flight time versus launch date are given in Figures 3-1Z

through 3-158 for the interplanetary missions of Figures 3-8 to 3-11,

with planetary escape hyperbola injection energy, C 3, as a parameter.

Further mission life beyond flight time may vary from hours in the

case of a planetary fly-by to years in the case of a communication
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satellite. Table 3-6 summarizes some of the projected durations of

various types of missions.

3.3.4 Communication System Weight Restrictions

Permissible payload for a given mission is dictated by launch

vehicle capability; allocation of that payload is determined by mission

objectives. The fractional part of the payload comprised by the com-

munication system will vary depending on the required data rates and

transmission range. Payload capabilities of present and projected

launch vehicles are depicted in Figure 3-16. 9 It may be seen from

Figure 3-16 that the payload weight which may be launched on a given

mission (i.e., at a specified characteristic velocity) is a discrete

rather than a continuous function. Hence vehicles having weights

intermediate between the payload capabilities of two launch vehicles

may be increased in weight to the payload of the next largest launcher

without penalty. Thus for some payload weights, additional weight

Table 3-6. Typical mission durations.

Mission Time Period Probable Duration

Orbital:

Apollo Applications

Manned Orbiting

Research Laboratory

Zuna r:

Apollo Applications

Semi-permanent base

Planetary:

Mars or Venus Fly-by

Manned Missions:

1968-1972

1973

1971

1976-1980

1976-1980

45 days

I-5 years

14 days

6 months

15-Z0 months (typical

opposition class mission)

Planetary:

Voyager

Deep Space:

Advanced Pioneer

Unmanned Missions:

1973-1975

Post 1972

8-12 months

Several years
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may be a non-critical burden. An example of such a payload weight

quantization is the rather wide gap in payload capability between

Saturn IB/Centaur and Saturn V.

3.4 CONCLUSION

The determination of the minimum fraction of total payload

weight to be allocated to the spacecraft communication system for each

category of mission envisioned will be the subject of extensive consid-

eration in succeeding phases of this program. The probable instrumen-

tation and the corresponding data acquisition rates, the communication

requirements, and the transmission ranges for unmanned and manned

orbital, lunar, and interplanetary missions will be surveyed. Once the

communication system capability required for a particular mission

has been established, along with any limiting constraint, the optimum

division of allotted communication system burden among the various

system functions for minimum weight or cost will be ascertained.

This optimization will take into account trade-offs between such inter-

related system parameters as:

a. data transmission rate and information storage capacity.

b. data transmission rate and system reliability.

c. information storage rate and storage utilization factor.

d. aperture size and tracking accuracy requirement.

The resultant systems will uniquely fulfill the communication

requirements determined for a given mission. These systems must

then be related to the ground telecommunications and tracking networks

to ascertain whether adequate ground instrumentation and operations

exist to perform these missions.
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5. 0 TRANSMITTING POWER SOURCES

5. l INTRODUCTION

This section presents a discussion of rf and optical power

sources. The division of the spectrum for these two areas was arbi-

trarily chosen at approximately 300 microns. These rf sources

include microwave, millimeter wave and submillimeter sources and

optical includes uv, visible and infrared (to 300_).

The approach taken has been to include in each section some of

the theory of operation of these devices as well as present performance

values. This theory can then provide the basis for interpretation and

(possibly) extrapolation of the values given. In addition it can display

those constraints on parameter values which limit their use to mutually

compatible regions of parameter space.

In addition to the listing of the present state-of-the-art performance,

salient trade-off in terms of "measures of merit" for the various

devices are given. Parameter vs burden relationships are given

when possible, but should at this point be considered as preliminary.

5.2 RADIO FREQUENCY SOURCES

It is the purpose of this section to review the theoretical design

considerations of known radio frequency sources. The review is

limited to those factors which predict the principle electrical and

mechanical characteristics which affect the use of the source in track-

ing and communication systems. In this sense, sources are meant to

include both oscillators and amplifiers since either may represent the

basic transmitter device. A natural division results as a function of

frequency because of the fundamental mechanisms involved in the

conversion of dc to rf energy. For the present purposes, the frequency

range is divided and defined as follows.
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uhf I00 mc to 1000 mc

Microwave 1 Gc to 30 Gc

Millimeter 30 Gc to 300 Gc

Submillimeter 300 Gc to 1000 Gc

In addition, the discussions which follow are limited to cw devices.

5.Z. 1 Radio Frequency Source Theory

UHF Sources. In general, negative grid tubes dominate the uhf

frequency region. Conventional tubes such as triodes and tetrodes

are utilized in external resonant circuits for Class A or B operation.

At the higher frequencies these resonant circuits take the form of

coaxial lines. Electron transit time effects limit the extension of

these techniques to higher frequencies and in this area, power

limitations occur due to the thermal capability of the collector and the

envelope seals. The relative advantages and disadvantages of this class

of device is summarized in the following Table 5-I.

Microwave Sources. At frequencies where electron transit time

effects are significant, some form of velocity modulation tube is

employed to overcome these limitations. Basically, this technique

provides a means for a bunch of electrons containing the input dc

power to remain in approximate time or space synchronism with a

component of the ac wave so power can be transferred continuously.

Transit time effects are no longer of consequence because an electron

continues to see the same phase of the ac field in spite of the axial

motion of the bunch of electrons. The electrons give up either kinetic

energy in the case of a klystron or traveling wave tube, or both kinetic

and potential energy in a crossed field tube. The interaction region

normally takes the form of a slow-wave circuit in the vicinity of the

electron bunches such that the electrons see the rf fields associated

with the wave propagating structure. The various types of these

tubes are summarized in Table 5-2.
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Advantages
t .................

I. Good phase stability and tracking characteristics,

because of short transit time. Typical sensitivity

to change in voltages is:

Screen-- I degree per I percent AE at 1 gc
sg

Plate --0. 5 degree per I percent AE .
P

Plase variations due to drive level and filament

voltage changes are negligible.

Because the gridded tube has short elec-

trical length, its phase tracking characteristics

are determined primarily by the associated cir-

cuitry. Mass-produced double-tuned circuits

show typical phase track deviations of 5 degrees

over the usable bandwidth. A suitable secondary

coupling can be chosen to give linear phase-

. frequency characteristics.

2. High Efficiency. At 500 inc, typical plate

efficiencies approach 70 percent for class C

operation. Overall efficiencies of 50 percent,

including filaments, are common.

3. Economy. Most coaxial tubes have a simple

structure and are easily mass-produced. It is

usually possible to select a tube already in mass

production. This affords additional economy.

4. Inherent Filtering Action. For a double-tuned
reentrant cavity, in which a tetrode normally

operates, the roll-off is at a rate of 12 db per

bandwidth octave. For a Z percent bandwidth
device at 500 mc, typical second harmonic sup-

pression is more than 80 db for class B

operation.

5. Much more experience exists in design of vacuum

tubes than in other types.

6. No focusing magnets or field are required,

therefore weight and volume are reduced.

7. Tetrodes can operate from a dc supply on the

plate. Because the control or screen grid can

act as a switching element, efficiency is greater
and noise is lower.

8. Tetrodes are constant-current generators and

tolerate mismatches better than devices depend-

ing upon traveling- or standing-wave operation.

9. They are relatively insensitive to temperature

up to the rating of the envelope seals.

1.

2.

3,

4,

5.

6.

Disadvantages

Limited gain-bandwidth product. 1,000 to 2,500

mc for class A operation and 500 to 1,000 mc for

class B are typical. These values h01d for

operations to about 500 mc; above this frequency.

the product drops off rapidly.

Operating frequency is limited to less than

L000 inc. Above this, transit time is long

enough to create current wave-form distortion
in thc plate current. The result is decreased

gain-bandwidth product and lower efficiency.

Higher-power tubes are disproportionately

expensive. This is attributed to the fact that

higher-power tubes have not been manufactured

in such large quantities as the smaller ones.

Reliability and life expectancy. The cathode of
gridded tubes must deliver a greater current
density than that required by other devices. In

addition, maximum r-f current must be instan-

taneously available for the cathode, thus

requiring that the cathode operate at a compar-

atively high temperature. As a result, normal

cathode life expectancy is generally 2,000 to

5,000 hours, though some tubes are rated at

5,000 to 15,000 hours. However, arcing and
other failure mechanisms reduce the MT of

most types to about 3,000 hours.

The tetrode is a filamentary device requiring a

variety of electrode voltages. Distribution of

these voltages within a complex system can be

troublesome.

Arcing problems are generally greater than in

other devices due to close spacing of elements.

7. High output capacitance limits bandwidth.

Table 5-1. Negative grid tube characteristics
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I Crossed Field

I (M -type)

I
Linear (Single

or Parallel)

Field

(0 -type)

Injected Beam

Continuous

Cathode

.Injected Beam

Interaction Circuit

Backward Wave Forward Wave $tandinR Wave, cavity

Oscillator Amplifier Oicillator Amplifier

M -BWO

M -Carcinotron

Stabilotron

O-BWO

O-C arcinotron

IM-BWA

1Aite rmttron

Ampht ron

CFA

O-BWO

Oscillator Amplifier

TPOM CFA

TPOM

Bimatron

VTM FWA-CFA

Dematron

TWT

TPO

Ma gnetron

Klystron

Reflex

Klystron

Monofier

Monot ron

Circlotron

Klyltron

Table 5-2. Type classification of microwave tubes-- oscillators and

ampl ifie r s

The important types of tubes shown above may be reviewed as

follows.

Klystrons. The klystron amplifier is a well developed, reliable,

and in many cases a long-life device. If conservatively designed, it

should be capable of meeting space requirements. The requirement for

a high voltage, high power modulation' technique reduces the overall

efficiency of a transmitter chain using a klystron as the final power

amplifier.

Table 5-3 summarizes the significant advantages and disadvan-

tages of Idystrons.

TWT's. The traveling wave tube is inherently a high average

power amplifier so there exists no problem in achieving the parameters

necessary in a space system. Furthermore, the twt can be made with

arbitrarily large gains without sacrificing any of its outstanding

electrical characteristics, and without increasing prohibitively the

overall package size and weight. Periodic focusing of twt's has

resulted in a very light weight, compact structure ideally suited to

spaceborne applications. Herein lies one of the significant advantages
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Advantages

1. Single envelope is practical for gains up to 30
db, depending on output power levels.

Z. Much development experience exists both at

high power (megawatts) and lower drive levels

(tens of kws).

3. Bandwidths to 10 percent have been achieved

in high-power units; 5 percent or less is more

realistic at low power.

4. Klystrons can be made to operate with dc beam

supplies by employing switching or modulating
anode s.

5. KIystrons still offer higher power than any

other tube type.

6. Focusing is normally performed by solenoids.

7. More design and development experience exists

on this type of beam device than on any other.

8. Higher perveances have been achieved than in

TWTs. This permits lower beam voltages for

equivalent output power.

9. System reliability is enhanced in cases where

30 db gain is sufficient, since a single amplifier

stage is adequate.

10. Cooling techniques are known and optional; air

and liquid are common.

11. Since the klystron is a unidirectional device,

operation into a mismatched load is possible

without isolation, depending on system limits of

power and phase shift.

IZ. More recently developed electrostatically

focused klystrons offer reduced size and weight.

13. Shorter electrical length per unit gain than the

TWT, thus suffering less voltage-phase
sensitivity.

Disadvantages

1. Longer electrical length per db of gain as com-
pared to cross-field devices.

g. Gains are about half those obtained with TWTs.

3. Klystrons require a filamentary cathode and

gun for operation, thus more electrode voltages
are needed.

4, Higher beam voltages required for a given out-
put power than in crossed-field devices.

5. Bandwidth limitations are severe at low power

(tens kws); 2 to 5 percent is typical.

6. Good voltage regulation may be required for

acceptable phase stability.

7. Efficiencies of 25 to 35 percent are typical.

8. Structure offers moderate filtering; may require
separate high power filters at an additional

cost to the system.

¢). Reliability not reasoned to be as good as cold
cathode devices operated without gun.

Table 5-3. Klystron characteristics.

that the twt possesses compared to its counterpart in the klystron

field. At present, klystrons are focused with heavy, bulky permanent

magnets of the horseshoe variety. These large magnets create an

extensive leakage field which affects all of the surrounding electronics,

and furthermore, there is no easy method of shielding these fields

without degrading the klystron performance.

By appropriately designing the electron gun optics so that the

emission density at the cathode surface is quite low, twt's can be

made to yield an arbitrarily long life. This has been established, for

example, with the Bell Telephone Laboratory twt designated for the

transcontinental radio relay link. Hundreds of these devices have been

under continuous life test for more than four years without a single
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failure attributable to the basic tube design. An expected life greater

than 40, 000 hours has been established beyond all reasonable doubts

for these tubes.

Table 5-4 summarizes the significant advantages and disadvan-

tages of traveling wave tubes.

Cross-Field Devices. Under this general category falls the

conventional magnetronoscillator, the amplitron amplifier, and the

many linear beam-type magnetron amplifiers. This class of tubes is in

general the most efficient and are lighter and smaller per kw of output

power than any other device. The basic problem with these tubes is

life. Recent advances such as the coaxial magnetron oscillator show

promise of increasing the life; however, extensive data is not available

at this time. Table 5-5 summarizes the significant advantages and

disadvantages of cross-field devices.

Advantage s Di s adva nta g e s

I. Single envelope is practical for gains to about
60 dh.

2. Much development experience exists both at

high power levels (megawatts) and lower drive

levels.

3. Bandwidths beyond 10 percent are comil_on in

today's twt's.

4. Can operate with dc beam supplies by employ-

ing switching or modulating anodes. Grid

control is possible at power levels below 10kw.

5. Long length, small-diameter form factor l_

suitable for phased arrays limited to tube

diameters of less than ),/2.

6. Several types of slow-wave structures can be

cascaded in a single envelope to optimize the

rf coupling design

7. Focusing can be accomplished by electromag-

nets, permanent magnets, or electrostatically,

depending on system requirements

8. Reliability is enhanced by single-stage

operation.

9. Depressed-collector techniques ease regula-
tion requirements on high-current beam

supply.

10. Cooling techniques are known and operational;

air and liquid are common.

11. Severed or attenuated slow-wave structures

enable operation without circulators into a

mismatched load, depending on the limits of

phase tolerance.

IZ. No doubt exists about development and mass

production of twt's.

1. Long electrical length per db of gain in com-

parison to other tubes.

Z. Phase sensitivity of rf output is very dependent

on beam voltage, because the device operates

on the principle of synchronism between

electron velocity and rf velo(ity on the slo\_-

wave structure.

3. Twt", require a filamentary cathode and gun for

operation-- more electrode voltages are thus
needed.

4. I,ow perveance of twt',, require> higher beam

voltages for a given power output compared to

other devices. High perveances involve hollow

beams, whose increased current density may

cause focusing difficulties and cathode loading

problems.

5. High gains usually require solenoid focusing (or

a recently proposed magnetic matrix focusing

technique). Solenoids for high power tubes are

large, require substantial power, and create

packaging and distribution problems.

6. Acceptable phase stability calls for good beam

voltage regulation.

7. Efficiency is _25 percent without depressed

collectors. Depressed collectors raise effi-

ciency by _ 10 percent.

8. Electrical structure offers very little filtering.

Separate high-power filters may be needed.

Table 5-4. Traveling wave tube characteristics
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Advantages Disadvantages

I.• i. Gains to 45 db possible with injected beam

variety; 10 percent bandwidth typical.

Z. Good phase stability; fairly independent of
anode voltages, since velocity synchronism is

not an operating requisite.

3. Distributed emission type has shortest elec-

trical length per unit gain of all tubes.

4. Can operate with a cold cathode; electron gun
or filaments are avoided.

5. Reasoned to have long life compared to fil-
amentary devices.

6. Small in size and relatively light in weight.

7. Distributed-emission type provides the lowest
anode voltage for a given power output. This
simplifies the power distribution system.

8. Air or liquid 'cooling is acceptable.

9. llighest microwave tube effieiencies:

Injected beam -- 35 to 50 percent

Distributed emission - 45 to 65 percent

10. Operated at saturation to give a constant out-

put independent of input power variation; makes

a good limiter.

|1. Can be used in a duplexed system with receiver
and duplexer on the low input side.

12. Structure is ideally suited for mass production

under tight mechanical tolerance control.

6.

Limited gain of 10 to 15 db for distributed

emission and types.

Has very limited dynamic range of output power

for a particular anode voltage and varying input

power.

Crossed-field tubes are bidirectional. Any

reflections into the output will return directly

to the driver or input circuit. A circulator or

isolator is thus necessary.

Injected beam types require very good regula-

tion of sole voltage for good phase stability.

Typical values are 20 degrees for a 1 percent

change in sole voltage.

In distributed emission types it is difficult to

initiate emission.

Perveance of injected beam types is comparable

to that of twt's, thus requiring higher beam

voltages for a given output power.

Table 5-5. Crossed-field tube characteristics

Millimeter Sources. Most of the successful attempts to develop

sources in the millimeter wave region of the spectrum have involved

extensions and extrapolations of the microwave device techniques.

However, since the slow-wave circuit must have dimensions comparable

to a wavelength, the problems of electron control and circuit thermal

dissipations become formidable. The linear beam, or O-type

distributed interaction device overcomes these difficulties better than

the klystron or cross field tube for rather fundamental reasons.

In the traveling wave type of tube, in the ideal limit the electron

stream need not touch the rf circuit and the beam collection function

is accomplished by a separate and easily cooled electron. A distributed

interaction device such as a traveling wave tube has an additional

advantage over a single output gap tube such as a klystron. When all
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the power must be transferred to the output circuit via a single gap,

high Q circuits are involved with the problems of multipactor effects

and voltage breakdown.

Surprisingly, the efficiency of the overall device in millimeter

wavelengths does not suffer appreciably when compared to microwave

tubes. Because the millimeter interaction efficiency is necessarily

low, the beam has a more uniform distribution of velocities. Accord-

ingly, the collector electrode can be operated closer to cathode poten-

tial without danger of returning slow electrons into the circuit region.

This operation results in a recovery of the overall conversion efficiency.

Submillimeter Sources. The conventional techniques of rf device

design become thoroughly impractical at frequencies over 300 Gc.

Barring a technological breakthrough, one of the better means of

producing power at these frequencies involves harmonic generation.

Because large powers are available in the millimeter wave region,

comparatively low harmonics are needed with reasonable conversion

losses. The problem resolves itself to the development of the non-

linear device which can accept large input powers. One of the likely

candidates for this application is high pressure gas discharge plasmas.

Notable success has been achieved in this area and there appears to be

considerable promise for further development.

Scaling Laws. Because of the complexity of the tube design problem

it is difficult to reduce the available tradeoffs to simple scaling laws

for all parameters. The general rule to indicate the difficulty in

achieving a particular performance level related any two designs

according to the factor of power times the square of the frequency.

While this guide represents a gross oversimplification, it is still

probably the best first approximation to a general scaling factor.

Some of the scaling laws pertaining to particular tube parameters

can be given crude approximations. Since power, weight, voltage,

bandwidth and frequency are most important considerations for system

application, the following guide is intended to relate these parameters.
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Constant I Parameter 2 _ Parameter 3

Frequency

Power

Frequency

Power a (Voltage) 1/2

Frequency _ Voltage

Weight a (Bandwidth%)

Figure 5-I indicates the frequency power relationship based on

an rf heating limitation, while Figure 5-2 indicates the required

fabrication tolerances to achieve satisfactory twt performance.

5. Z. 2 Available Source Performance

Vacuum Tube Sources

Uhf Sources. The present state-of-the-art in power grid tubes

varies from a 100-mc tube that can supply 100 kilowatts and weighs

100 pounds to a 1,000-mc tube that can supply 100 watts and weighs

5 pounds.

These tubes have the advantage of requiring no additional magnets

for tube operation.

Microwave Sources. Microwave sources fall into two general

classifications. First are the relatively low power tubes that are very

light and designed for extremely long and reliable life times. Several

of these types of tubes have been used in current spacecraft with

excellent results. In general, they provide from 2 to 20 watts in the

range of 1 to i0 Gc and weigh about one pound. However, these tubes

cannot compete on a power/weight basis with the brute force power

tubes which have been built without real concern for the total weight of

the system. These tubes can demonstrate power in excess of i00 kw

although the weight of the tube and magnet system can easily exceed

1,000 pounds. Indeed, current development is in progress on a tube to

produce one megawatt of cw power at X-band. The weight and voltage

penalty for these tubes is, of course, very high. But for the transmis-

sion of the maximum power levels they are without competition.
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Millimeter Sources. Available power levels for mm waves

between 30 and 100 Gc have increased by three orders of magnitude

since 1960, and efficiency of sources has been increased to be com-

petitive with microwave sources. One kilowatt cw sources are now

available at 35 and 55 Gc with efficiencies up to 35 percent. These levels

are being achieved in devices using reasonable voltages and having

operating lifetimes of many thousands of hours. Methods are being

developed to permit economical manufacture. New techniques are being

exploited to realize lightweight sources suitable for airborne and space

use.

It is convenient to separate the cw sources into low or high power

categories. Since there seems to be a relative abundance of sources

delivering tens of milliwatts, but very few delivering over i watt of cw

power, a division at the i watt level has been chosen to separate "low"

power from "high" power.

All of the commercially available low power prime sources are

either backward-wave oscillators or klystrons. The power available

from the prominent tube lines supplied by various manfacturers is shown

in Figures 5-3 and 5-4 for the millimeter portion of the spectrum. Brief

comments on the various lines are included in the following discussion.
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Figure 5-3.
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Power characteristics of available low-

power backward-wave oscillators. Sperry

and Bendix use Karp structure, and CSF

used the vane line. In general, these tubes

use low operating voltages and are suited
for local oscillator and laboratory source use.
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Power characteristics of available low

power klystrons. All tubes are reflex
klystrons and are light in weight since
they use no magnetic focusing fields.
They are particularly suited as pump,
local oscillator, and laboratory signal
sources.

Four companies market extensive lines of low power backward-

wave oscillators. The most complete line is the TWO series of Bendix,

which covers the entire range from 40 to 140 Gc. Most of these tubes

can be procured in either solenoids or permanent magnets. They use

Karp structures and can be electronically tuned over 15 percent ranges.

Maximum operating voltages are 3500 volts or less.

Sperry has developed a very similar line of tubes covering the

range up to about 90 Gc. Designations are SBM 421 and SBE 402.

These tubes are packaged in permanent magnets and weigh only 7

pounds. Both tubes use the Karp structure and maximum operating

voltage is 3,200 volts.
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Siemens-Halske markets the RWO 40, 60, and 80 covering the

frequencies from 26.5 to 90 Gc. Power output varies from 60 to 5 row.

The RWO 60 weighs about 17 pounds. These tubes require several

variable voltages for various focusing electrodes. They use a form of

interdigital slow-wave structure and convergent electron guns.

CSF of France dominates the very high frequency range beyond

that shown in Figure 5-3. The COE-20 will deliver 500 mw over a 10

Gc range at about 140 Gc, and will deliver about l watt over a few

gigacycles. This is the first tube discussed which uses the Millman

structure and is more typical of the high power designs. The COE i0

delivers i0 to 20 mw over a i0 percent range at 300 Gc. The COS-09

delivers 30 to 50 mw in the 350 Gc range. The COS-07 delivers 5 to

l0 mw in the 400 Gc range, while the COS-06 delivers 5 mw in the

vicinity of 485 Gc. This company (CSF) has demonstrated an oscillator

which delivers 1 mw at 708 Gc, the highest frequency oscillator ever

generated by this means. All of these tubes use the the same general

structure together with highly convergent electron guns. For the most

part, operating voltage is kept to 7,000 volts or less

Many companies market extensive klystron lines operating up to

170 Gc. Most extensive coverage is achieved by Varian, which lists

tubes capable of delivering 100 mw or more to 140 Gc, and 50 mw to

170 Gc. Maximum voltage is 2500 volts. The tubes are extremely

light in weight and are air cooled.

Oki Electric of Japan lists a series of reflex klystrons covering

the range from 30 to i00 Gc. Available performance data indicate

power levels of over I00 mw in the 30 Gc range to about 60 mw in the

75 Gc range.

Amperex (Philips) lists the DX 184, 151, 242, and 237 which

operate at 8 mm, 4 mm, 3.2 mm, and 2.5 mm, respectively. They

deliver several tens of milliwatts up to I00 row.

Raytheon markets an extensive line with frequency coverage to

about 120 Gc in its QKK series. Power levels vary from i00 mw at

the lower frequencies to 20 mw at the higher frequencies.
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Litton Industries also markets several relatively high powered

reflex klystrons in the 35, 50, and 70 Gc ranges.
Tubes listed below deliver 1 watt or more. All of the tubes which

meet this requirement are listed in Figure 5-5 and all except CM08X

are linear beam, O-type devices.

The type number of each is shown followed by the letters O or A,

to designate it as an oscillator or amplifier.

All of the oscillators shown in Figure 5-5 are of the floating

drift tube klystron type or of the Millman backward-wave oscillator

type, or are closely related. Hughes lists backward-wave oscillators

delivering 15, 8 and 2 watts at 5.5, 3.2, and 2 mm, respectively. All

of these tubes are air cooled and operate at efficiencies up to 15 percent.

All use depressed collectors to achieve this relatively high efficiency

and low tube dissipation.

Litton markets the Elliott line of floating drift tube klystrons

which operate in the 35 and 50 Gc ranges. The highest power available
is 50 watts at 35 Gc from the L3736. All of the tubes are liquid cooled

and mounted in permanent magnet packages weighing about I0 pounds.
Oki lists the 35FI0 and 50FI0 laddertrons which deliver i0 and

2 watts, respectively. Their principle of operation is quite similar to

the floating drift tube klystron except that a distributed interaction is

provided in the cavity. CSF lists another Millman type of oscillator
which delivers 8 watts over an extensive range at 70 Gc. Watkins-
Johnson advertises the W-J 282 which delivers 750 watts at 35 Gc. It

is a modified version of the W-J 266 amplifier which includes an inter-
nal feedback mechanism to make it oscillate.

Hughes lists the 812H, 813H, and 814H traveling-wave amplifiers
which deliver 150 and 1200 watts at 5.5 mnl, a;-_d150 watts at 3.2 rn_i.

All of the tubes use coupled-cavity slow-wave structures and highly

convergent electron guns. The 812H and 814H are air cooled while

the 813H requires liquid cooling. All of the tubes use depressed

collectors (operating at about 30 percent of beam potential) to maximize

efficiency. The 812H and 813H operate at 30 to 35 percent efficiency,

while efficiency of the 814H is 20 percent. Small signal gain of the
813H is 26 db, with saturated gain over 20 db.
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Figure 5-5. Power characteristics of available high power

cw sources. Most significant is 35 percent

efficiency achieved in the 813H and marked

increase in available power which has occurred

since 1960. The letter -A stands for amplifier

and the letter -0 signifies oscillator.

Millimeter Wave Sources. Two new tubes have been developed which

have significantly advanced the state of the art of high power genera-

tion. The Hughes 819H has demonstrated over 5 kw of average power

output at 55 Gc with a large signal gain of more than Z0 db. Collector

depression results in efficiencies of about 30 percent.

The Hughes 826H tube has shown output power of almost

600 watts at 94 Gc. This tube has been operated in excess of I0 percent

duty cycle with such very long pulse widths that the design is believed

to be fully capable of cw operation.
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With reference to Figure 5-5 these results obviously describe

a new boundary to the state-of-the-art. In the past six years, the

available output power has been increased by approximately two

orders of magnitude.

The W-J Z26 also uses the coupled cavity circuit and delivers

1 kw at 35 Gc. Gain is 13 db and operating efficiency is about i0 per-

cent. This tube is also liquid cooled but does not incorporate a

depressed collector.

Solid State Sources. Most active microwave solid state devices can be

used either as oscillators or amplifiers, depending upon the associated

external circuitry and choice of operating point on the device charac-

teristic. For the purpose of this discussion, only the oscillator mode

of operation will be considered. The various solid state oscillator

sources are listed as follows:

I. Transistor oscillators

2. Transistor oscillator - varactor multiplier combination

3. Parametric oscillators

4. Tunnel diode oscillators

5. Impact avalanche transit time oscillators

6. Gunn effect oscillators

Parametric oscillators are not of prime interest since they require

auxiliary high frequency pump oscillators. Tunnel diode oscillators

operate at high frequencies but appear to be power limited. Thus they

will be excluded from further consideration in this discussion. The

power generation capabilities of transistor oscillators and associated

varactor multipliers will be summarized briefly. However, the bulk

of the discussion will be devoted to descriptions of the IMPATT (IMPact

Avalanche Transit Time) and Gunn oscillators which appear at this

time to offer potential for higher power levels at high efficiency.

Transistor Oscillators. Extensive efforts have been underway for

many years to improve the power-frequency characteristics of transistor

oscillators. Recent progress has been achieved through use of paral-

leled transistors, monolithic integrated circuit techniques, and
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incorporation of improved varactor multipliers. The current state of
the art as summarized by Matther I is shown in Figure 5-6. The

stimulus for study of the IMPATT and Gunn oscillators is provided by

the fact that the power frequency performance of Figure 5-6 is already

exceeded in many instances with rudimentary versions of these more
recent devices.

IMPATT Oscillators. In general, these oscillators involve use

of a semiconductor biased in the reverse direction and mounted in a

microwave cavity. Bias is applied such that the operating point occurs

in the avalanche breakdown region of the diode characteristic. Negative

resistance and oscillations have been obtained in simple reverse biased

p-n junctions as well as in the more complex n+pip + configuration as

first proposed by Read.

Gilden and Hines 7.have depicted the typical p-n junction in reverse

bias for avalanche conditions as shown in Figure 5-7. The active zone

is composed of the thin avalanche region followed by the depletion zone

through which carriers drift at the saturation velocity V D. The realiz-

ation of a negative resistance is associated with a 90-degree phase lag

between current and applied ac voltage which occurs in the avalanche

process followed by a further 90-degree lag during the transit time of

the carriers through the depletion zone.

Hines has shown that the equivalent impedance of the diode can

be expressed as

Z = R + _dZ i + i i (5-1)
7. j_C 7.s VD_A I-_Q l-_Qa

Z _2
Q_a

under the condition that the transmit time through the depletion layer

(expressed in radians)

_D
e --

V D _'rD
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is less than Tr/4. R s is the bulk resistance of the region outside the

depletion zone, _o is the length of the depletion zone, A is the junction

area, and C is the capacitance of the depletion and avalanche zones,

i.e.,

cA
C -

_a + _D

coa is a parameter which is denoted as the avalanche frequency and is

given by

!

2 2_ V D I°

°aa cA

where _ is the ionization coefficient and the prime denotes the derivative

with respect to electric field, and Io is the bias current. It is important

to note that oaa is a function only of the materials, junction geometry,

and bias current. The equivalent circuit suggested by equation (5-1)

is shown in Figure 5-8, where the variable resistance R D represents

the second term and the impedance of the tuned circuit the third term.

Note that for oa<oaa, RD is positive and the tuned circuit presents an

inductive reactance. For c0>OOa, R D becomes negative and the reactance

becomes capacitive. This dependence is sketched in Figure 5-9. The

oscillator is formed by supplying an inductance Z in parallel through

microwave circuitry; the negative of this inductive reactance is plotted

in Figure 5-9. The oscillator will operate at frequency oar where the

diode capacitive reactance is equal to the inductive reactance; oao is

the resonant frequency of the system at zero bias current. Tuning of

the oscillator is accomplished either by varying Io (and thus 0aa) or by

varying L through mechanical adjustment of the microwave cavity. The

operating frequency of the IMPATT oscillator will be given approxi-

mately by

V D
f~

2_ D

5-20



Figure 5-8.

o

_A

td+J a

Equivalent circuit
for avalanche diode

at small transit

angle.

{i :o)

a2_ 2 _la Vd I°

a_r

[ -.,L _

Figure 5-9. Frequency dependence of

the real and imaginary
parts of the diode

impedance.

5-21



9

Since V D is approximately twice as high for gallium arsenide as

compared with silicon, the former will be more desirable for higher

frequency operation. On the other hand, silicon technology is more

advanced, and the higher defect density and higher thermal resistivity

of gallium arsenide may limit its power capability.

The current state of the art in power generation from IMPATT

oscillators is shown in Figure 5-10. Ultimate performance of these

oscillators remains in doubt; many of the current results are being

obtained from off-the-shelf varactor diodes which are not optimized

for the application.

An analysis of the anticipated noise performance when used in

amplifiers predicts noise figures of 37 to 40 db. Accordingly, it is

anticipated that IMPATT oscillators will be relatively noisy. Brand 3,

et al., have observed a relatively high noise level in gallium arsenide

oscillators. They note a significant increase in the noise figure of a

single-ended mixer using the IMPATT oscillator as a local oscillator

when compared with results using a klystron. However, in a balanced

mixer configuration, they are able to duplicate the performance obtained

with the klystron.

In summary, the characteristics of the IMPATT oscillators are

as follows:

i. Relatively high power-frequency characteristic

Z. Frequency tuned by external circuit

3. Electronically tuned by bias current

4. Relatively high noise content in output

Gunn Effect Oscillators. Unlike the IMPATT oscillator, the Gunn

oscillators do not require the formation of a junction. The effect takes

place in a sample of the bulk material which is supplied with ohmic

contacts on each side. Typical length of the samples is Z5 to ZOO M.

Gallium arsenide is the most common material; however, the effect

has been observed in cadmium telluride and indium arsenide. Typical

doping densities for gallium arsenide are 1013 to 1014/cm 3
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Two modes of operation associated with the general "Gunn effect"

concept have been observed. The first, as originally observed by

Gunn 4, takes place in the parameter range

12 Z
pL > Z x I0 cm

where p is the doping density and L the length of the sample. A

second mode of operation as observed by Thim 5, et al., occurs in

the range

101Z i0 1 2Z x > pL > i0 to i01 cm

Performance characteristics for these modes will be described

later in this discussion.

The Gunn effect is essentially a current instability which occurs

when an electric field of 3 to 5 kv/cm is applied across the bulk semi-

conductor. Associated with this field is saturation of the drift velocity

of the carriers, thus removing the response out of the ohmic range.

Increasing the field slightly beyond the onset of current saturation

results in an instability which is manifested by large periodic spikes

in the current.

This effect is explained for gallium arsenide by a decrease in

average mobility of the carriers as field is increased beyond the thresh-

old. In the energy band structure of gallium arsenide, in addition to

the low lying principal conduction band, there are six satellite bands

lying approximately 0. 36 eV above the bottom of principal band. The

mobility of electrons in the principal band is much higher than for that

of the satellite bands. When the electric field reaches the threshold

value, many electrons acquire sufficient energy to transfer to the

satellite conduction bands where their mobility is low. Thus, on the

average, a decrease in mobility occurs, and consequently a reduction

in current, or, equivalently, a negative resistance characteristic

evolves.
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When the applied field is above threshold, then it can be shown

that a high field region (domain} with two low field regions are created

within the sample. These domains then travel the length of the sample

in a transit time ,

L
T--

V D

The domains are created at the negative electrode, travel across the

sample to the anode where they disappear simultaneously with the

formation of the next domain. The fundamental frequency of the modu-

lated current which results is given by

1 VD

v L

Since the frequency is dependent upon transit time, it is essential to

have a planar surface at the negative electrode. Curved surfaces can

lead to erratic domain formation in space and thus erratic output

frequency.

The preceding theory for the current instabilities explains the

observed performance in the first mode of operation, i.e., in the

range pL>2 x 1012 cm. The length of the sample for this range is

typically greater than I00 _. This mode is characterized by

Spiked current waveforms

High harmonic content

Output frequency not influenced by circuit load

Relatively high output power

The second mode of operation is associated with instabilities in

the range pL<2 x 1012 cm Z, with sample lengths typically 25 to i00 _.

In this mode, the instabilities are associated with the formation of

space-charge waves in the sample. Growing space-charge wave effects

have been observed by several investigators in this range. Hakki 6
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et al., have observed the transition from one mode to the other in a

single sample. The second mode is characterized by

Sinusoidal current waveforms

Harmonics Z5 to 80 db below fundamental

Output frequency tuned by external load

Small signal range (as compared to first mode)

The state-of-the-art for power generation by Gunn oscillators is

shown in Figure 5-11. These results have been obtained from oscilla-

tors operating in the first mode. Again it is difficult to anticipate

ultimate performance from these relatively new devices. However,

speculative estimates of pulsed powers range from I0 kw at L-band

to i00 watts at X-band.

Currently, the consensus of opinion seems to favor the IMPATT

oscillator as the most useful on the basis that its power frequency

characteristic is higher, its frequency can be adjusted by external

circuitry and bias current, and the width of a depletion zone can be

made extremely small with relative ease as compared to the thickness

of bulk samples. Noise properties favor the Gunn effect oscillators,

however, so that both types may find extensive use.

5. Z.3 Power-Burden Relationships

The evaluation of radio frequency transmitting sources was made

as a function of frequency. The total amount of power per unit area

was considered as a function of the cost of producing that power. For

a spaceborne source, this cost involved the weight and prime power

requirements. For a ground based transmitter, these costs were not

considered because of the availability of space and power. The only

fundamental limitation is, therefore, antenna gain which varies as

the square of the frequency. This, of course, assumes no limit to the

mechanical accuracy to which the antenna can be constructed nor a

limit to the pointing accuracy.

The evaluation of CW radio frequency generation equipment
• n2 p _ . Pmax

according to the figure of merit, MSB - _-_ _ anct M G - _-_ , was

considered over the frequency range of 1 to 300 Gc. Using rough
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approximations of the typical numbers of the quantities in the formula,

the significant trends were clearly evident. Over the specified fre-

quency range, each parameter changed approximately as follows:

efficiency = NZ, changed about one order of magnitude.

power (watts) = P, changed about six orders of magnitude,

decreasing from about 1 megawatt to

1 watt with increasing frequency.

wavelength (meters) = X 2, changed about five orders of magni-

-I -6
rude, decreasing from I0 to I0

meters 2 with increasing frequency.

weight (pounds) --W, changed about two orders of magnitude,

decreasing from about 103 to l0 pounds.

It is obvious that the primary characteristics of the figure of

merit are due to the available power and the antenna gain. This condi-

tion is helpful in the evaluation because these two quantities can be

determined in a survey with greatest confidence.

In general, the highest figures of merit were obtained with

triodes at the lowest frequencies, with klystrons in the mid-microwave

area, and traveling wave tubes in the millimeter wave spectrum. The

extremely light, low power tubes never competed with the heavy, brute-

force type of high power device in this evaluation.

InFigure 5-1Z, the figure of merit MSB is plotted as a function of

frequency along with plots of the two separate terms included in the

overall figure of merit. The dotted line takes into account some tubes

which are currently under active development with enough results to

justify their inclusion in this analysis.

The two portions of the figure of merit expression are plotted

separately to illuminate the characteristic more fully. The expression

_2/X2 is basically a term over which the designer has very little control.

Even major advances in the state-of-the-art in the improvement of

efficiency would not alter this curve seriously. Of course, there is

no control over the X 2 term. Present design efforts are heavily

engaged in improvements in power and weight so this curve is plotted

separately. The composite figure of merit has an optimum value at
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about 35 Gc which also corresponds to an excellent atmospheric

window.

Figure 5-13 depicts the figure of merit M G for a ground based

transmitter as a function of frequency. Once again, the dotted line

represents the ever increasing state-of-the-art as represented by

current development.

This characteristic also shows an optimum value of frequency

aroung 35 Gc.

5. 3 OPTICAL FREQUENCY TRANSMITTING SOURCES

5. 3.1 Optical Frequency Source Theory

This section presents, in brief form, the general theory of laser

oscillators and amplifiers, resulting in general relationships between

some operational characteristics (optical gain, gain saturation, noise)
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and some physical and atomic parameters (length, transition probabil-

ities, [inewidth, etc.). This discussion will apply, as much as possible,

to a[t gas _aser sources

Fotlowing this general introduction, the more detaited theory of

setected gas laser sources is presented, including the considerations

that are unique to that particular laser. While the selection of lasers

to be treated is made on the basis of practicatity, the individual dis-

cussions will usualty be representative of a class of lasers. For

example, the theory of the blue and green transitions in sing[y-i0nized

argon will generally apply to all singly-ionized laser transitions.

In addition, an attempt will be made to indicate the confidence

with which the theory is held. For example, white the re[event proc-

esses are reasonably well known for the argon and helium-neon lasers,

there are, at the present time, severat confticting theories about the

role of N 2 and He in the CO2-N2-He laser. It is expected that these

The theory presented in this report treats exclusively gas lasers.

The theory of solid state and semi-conductor lasers will be treated in

subsequent reports.
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sections on the theory of individual lasers will have to be revised from

time to time as the program progresses.

A simplified model of a 4-1evel gas laser system was used by

Gordon, White and Rigden to analyze gain saturation in a 3. 39 micron

helium-neon laser. The treatment is valid, however, for all gas lasers

in which Doppler broadening predominates.

The model treated by Gordon, eta[., results in an expression for

the gain of a single-pass gas laser amplifier as a function of the intens-

ity of the signal passing through it. The expression requires knowledge

of transition probabilities and other physical parameters of the [asering

gas and also requires knowledge of two phenomenologica[ "production

rates" for upper and lower laser levels. These "production" terms

include all the processes leading to the creation and destruction of

upper and lower laser levels. The relationships between these pro-

duction terms and the gas laser plasma parameters and excitation

method is, necessarily, discussed under each particular laser, since,

they are quite different from laser to laser. In that sense, the present

model is really a "sub model." The predictions that can be made from

the present model are in good qualitative agreement with experiment

and thus confirm its validity as far as it goes. A brief review of this

"submode[" is given below.

Consider the processes occurring in a Doppler broadened laser

line centered about frequency v o when an incident wave of frequency v

passes through it. The rate equations (which assume a four-level
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system ) for those excited atoms whose Doppler shifted center

frequency is w' can be written:

: z 31 ' -n31v',zlIA3 + I

' 3(V',V) S(v z)/4/r ,+ nz(v , z) B 2

• v' z) =E2(v') + n3(v' z)[A32 + B_2(v' v)S(v, z)/4_r[n2( , , ,

- n2(v',z) [A2 + B'23(v',v) S(v,z)/4rc 1

(5-z)

The quantities n 3 and n 2 are the volume densities of atoms in the upper

and lower laser levels that will interact with radiation at frequency w'.

S(w,z) is the intensity of the signal at a position z from the input of the

laser tube. 2]3 and Y_2 are phenomenologica[[y invented pumping ternls,

giving the rate of production of atoms in upper and lower levels. A 3

and A 2 are the net total spontaneous emission coefficients for upper and

lower laser levels. A32 is the spontaneous transition rate from upper

to lower level. The coefficients B_z(V', w) and B_3(v',v) are the stim-

ulated emission rates for atoms whose Doppler shift is v' when the

signal frequency is v.

The growth rate of the signal as it is amplified by the laser can

be written

o0

dS(v,z)_hvS(v,Z)dz47r f [B_2(v" v) n3 (v"z)

O

],' (V', V) n 2 (v', z) dr'-B23

(5-3)

The requirement of a four-(or more) level system is implicit in

these equations, even though they are written for only two of the four

levels. Any attempt to apply these to a three-level system would intro-

duce a constraint on A 2 and A 3 which does not occur in all the gas laser
systems considered.
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for steady state (cw) operation n3 = 0 and n2 = 0, so that (5-2) and

(5-3) may be combined to give a differential equation in S(w, z). The

next step is to integrate over all possible Doppler shifts vo - w' and

over the length of the tube z, to find the over-all gain of the laser as a

function of the frequency and intensity of the incident radiation.

5. 3.2 Theory of the Argon Ion Laser

Excitation Processes. The model which seems to fit best the observed

behavior of the argon ion laser is a three-level system originally pro-

posed by Gordon, Labuda, and Miller. In this model, the upper laser

level is populated by two successive electron collisions; the first pro-

duces an unexcited ion from a neutral atom, and the second excites the

ion to the L_pper laser level. This two step process is consistent with

the observed 12 dependence of spontaneous emission from the singly

ionized laser upper levels and the 14 dependence of power output. (The

reasons for the 14 dependence are discussed in the Scaling Laws para-

graph for Ion Lasers.) The depopulation of the lower laser level then

occurs by vacuum ultraviolet radiation to the ion ground state; this sug-

gests a lifetime for the lower level roughly (Xvac UV/_laser )3 shorter

than the upper level.

The population processes are shown schematically in Figure 5-14.

It is not known directly whether the atom makes a "round trip" to the

neutral ground state for each laser photon emitted. (This is an impor-

tant factor in the laser's efficiency, since the electron energy that goes

into the creation of the ion is essentially wasted.) However, the

observed 12 and 14 dependences seem to indicate that it does. There is

also some evidenc_ that ionic metastable levels may play a role in the

second electron collision, so that the picture of the three level system

shown may be oversimplified.

The ultraviolet radiation which depopulates the lower level can be

increasingly trapped as the ion density builds up. The "dead" region

which develops at higher currents is a region of high attenuation rather

than gain and is caused by radiation trapping. The gain is quite
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for singly ionized atoms.

sensitive to the trapping coefficient _:"which, in turn, depends on the gas

temperature. As the current pulse persists, the gas temperature rises

and the trapping decreases, producing an inversion and oscillation for

the remainder of the pulse, even if it extends to continuous operation.

For lower currents or shorter purse lengths this effect is not observed

and the laser pulse follows the current pulse exactly.

Bennett, et al., have proposed that direct electron excitation from

the neutral atom ground state to the upper laser level is the dominant

populating mechanism. The preponderance of laser lines with p upper

states follows from the selection rules of the "sudden perturbation"

process referred to by Bennett. The short radiative lifetimes of the s

and d lower levels then guarantee an inversion. From the evidence

Briefly, when trapping is included in the rate equations, the

current-independent part of the expression for the population inversion

appears as the small difference of two large terms, one of which con-

tains the gas temperature. Changes in the gas temperature can then

swing the population difference from attenuation to amplification.
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available at the present time, it seems likely that this population

mechanism is dominant only in pulsed discharges with highE/p and short

pulse duration; these are not conditions conducive to high efficiency or

high average power. If very short pulse lasers (nanoseconds) are

desired, then this mode of excitation may prove interesting.

In general, we may say that the excitation and de-excitation

mechanisms are reasonably well identified for cw argon ion lasers.

However, quantitative measurements of the relative importance of the

various processes and construction of a numerically accurate mathe-

matical modelwil[ require further detailed experimental study.

Magneto-Optical Effects in the Ion Laser. Ion lasers exhibit higher

power output and higher efficiency when a longitudinal magnetic field

is applied to the discharge to compress the plasma and reduce electron

loss to the walls. However, the use of greater magnetic fields for even

stronger plasma confinement cannot improve the performance of the

laser indefinitely. In fact, there appears to be a definite optimum for

an applied magnetic field, representing a compromise between the

improvement gained through discharge confinement and the deleterious

effects of the atomic processes which occur for higher magnetic fields.

This section treats that which is known about the atomic effects of the

magnetic field.

The externally applied magnetic field splits both the upper and

lower laser [eve's which correspond to the different orientations

assumed by the total spin of the atom with respect to the applied field.

The resulting macroscopic effects of interest here may be classified as

Zeeman llne splitting and Faraday polarization rotation; they are inti-

mately related by the atomic changes which occur.

The simple Zeeman effect may be thought of as splitting of the

gain line into two similar Doppler-broadened lines with center frequen-

cies separated by an amount proportional to the magnetic field. Each

line is sensitive to only one circularly polarized component of light; the

population inversion is effectively split into two equal parts which

respond to different circular polarizations. Figure 5-15 is a sketch of
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Figure 5-15. Gain curves for right and left hand circular polar-

ization as a function of magnetic field strength.

the optical gain as a function of the light frequency at various values of

applied field.

We note here that the gain which would be observed on sending a

circularly polarized signal through a given length of discharge tube is

no___ttwice as great when there is no magnetic field; the maximum gain

for this signal is precisely the same, but the position of the gain curve

shifts in frequency as a function of the magnetic field. Thus if a laser

is constructed in which both circularly polarized modes can establish

themselves freely (that is, with no polarization-sensitive elements,

such as Brewster windows, in the optical path), the total output power
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will be largely unaffected by the line splitting, but will occur over a

wider frequency range. The differential phase lag in the two polariza-

tions, which is called Faraday rotation in the plane-polarized mode

description, similarly will not affect the total output power. At zero

magnetic field the output power will be just that obtained if only a single

linearly polarized mode were permitting to oscillate.

However, most gas lasers have polarizing elements in the optical

cavity in the form of optical windows set at the Brewster angle. These

windows guarantee plane-polarized operation, which is usually desired

or required by the application. In such lasers the magneto-optical

effects may become very important; these effects in themselves are

sufficient to cause the saturation of power with magnetic field, even if

no saturation occurs in the plasma confinement.

Let us consider a laser cavity with a mode spacing that is larger

than the Doppler line width (i.e., a "single frequency" laser). When a

strong magnetic field is present and the Doppler-broadened line is com-

pletely split, only a single circularly polarized component of light at a

given frequency can be amplified. If this circularly polarized light then

passes through an optical element with transmissions I and a for either

component of linearly polarized light, a fraction of the same circular

polarization (i/4)(i + a I/2)2 is transmitted. The element converts

(i/4)(1 -al/2) 2 of the light to light of the opposite circular polarization,

and the remainder is lost by reflection. For the typical Brewster angle

windows used in gas lasers, a = 0.85; a negligible amount of light is

converted to the opposite circular polarization (O. Z percent), but about

8 percent of the light is lost at every surface by reflection. It is thus

clear that in this extreme case of very high magnetic field, two Brewster

angle windows in the optical cavity introduce an additional loss of

8 percent at each of four surfaces traversed ina single pass. This

additional 30 percent loss is responsible for the observed saturation in

the high field case, and normal end windows would clearly be desirable

if output power were the primary consideration. Note that if windows

only slightly tilted from the normal were used instead of at Brewster's

angle, the output is still almost completely circularly polarized. In

5-37



9

fact, the laser tends so strongly to the circularly polarized mode that

the output is still 80 percent circularly polarized when a is as small

as 0. 16.

This extreme case demonstrates the great amounts of loss intro-

duced into the cavity by any sort of partially polarizing optical element

when we use magnetic fields high enough to resolve the Doppler-

broadened line completely. This complete conversion to circular polar-

ization is not observed in practice because the fields used are not suf-

ficiently high to resolve the line in this fashion. At fields of the order

of i000 G, the laser is still largely plane-polarized and the magneto-

optical effect is better described in terms of the Faraday rotation.

For magnetic fields in this intermediate range we must consider

the relative indices of refraction for right and left circular polariza-

tions. Figure 5-16 shows these indices as a function of the optical fre-

qucney and magnetic field.

When the line splitting is small, the gains in either circular com-

ponent are approximately equal, but the difference in indices of refrac-

tion causes one circular component to be slightly shifted in phase rela-

tive to the other during a single passage through the active medium. If

the light is linearly polarized and the gains in either circular component

are in fact equal, the only effect is a slight rotation in the plane of

polarization which is proportional to the applied magnetic field.

Figure 5-16 shows that for moderate fields and centrally positioned

modes the right-hand component always has a larger index of refraction

than the left-hand component; thus all these stronger, central modes

jMODES flll,,

Figure 5-16, Index of refraction for right and left hand

components with and without magnetic field.
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exhibit polarization rotation in the same sense upon a single pass

through the tube.

The rotation of polarization on a single pass through the active

medium is, of course, quite small; however, the rotation adds in the

same direction while the light is repeatedly reflected back through the

cavity in the opposite direction. It is this multiplication of the rotation

that leads to appreciable losses when polarizing elements are present

in the cavity. From this effect, laboratory tubes have exhibited as

much as 25 percent of the power reflected off the windows as that pro-

duced at the output end of the tube.

The actual situation is, of course, considerably more complicated

than the simple picture given above. In practice, the laser tends to

adopt a complicated mode which minimizes its losses as much as pos-

sible. The output from either end of the laser remains plane polarized,

but is shifted from the polarization orientation with no magnetic field.

This polarization shift is typically 5 to 6 percent in angle and leads to

losses of some significance in gain and output power. When the splitting

gets larger (approaching the gain line width), the gain on the two circu-

larly polarized modes at any frequency becomes sufficiently different that

Faraday rotation no longer gives a meaningful description of the opera-

tion, and the grosser polarization losses described previously dominate.

A proper, complete description would show how these two regimes blend

into one another. The over-all effect upon the loss in the cavity (and

hence upon the output power of the cw laser), however, is observed to

be a slowly increasing loss (by reflection at the windows) which should

approach a constant at high magnetic fields.

The gain of a laser amplifier may be expressed as

go L
G(S) = i + (5-4)

(S/S3dB) n

where G(S) is the actual gain in a single pass of a signal of intensity

S(w/m2) through a laser of small signal gain coefficient go (m-l) and

length Z. The power level S3d B is the signal power density at which the
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small signal gain has been reduced by 3 dB (in the case n = i), as shown

in Figure 5-17. The exponent n equals 1 for homogeneous interaction

(that is, interaction in which the signal may, with equal probability,

interact with any atom in the laser), and is equal to i/2 for inhomoge-

neous interaction (that is, the interaction may take place between the

wave and only a small fraction of the excited atoms).

Equation (5-4) is valid if S >> S3d B and if G(S) is not too large

(i.e., if the approximation

l (s> 1 = 1 +G(slexp
(5-5)

is valid). Note this does no____trequire that go L be close to unity.

Low power gas lasers usually fall into the category of inhomoge-

neous interactions; since the Doppler line width is so much greater than

the natural line width, radiation at a single frequency can interact only

with a small fraction of the atoms, e.g., those whose Doppler-shifted

frequency falls within one natural line width of the incident radiation.

We say this radiation "burns a hole" in the Doppler line when it depletes

the excited atoms available to it without affecting the remainder.

Figure 5-18 contrasts the cases of (a) a hole burned by inhomoge-

neous interaction and (b) the depletion of the entire line by true homoge-

neous interaction. This description in terms of inhomogeneous inter-

action remains valid for the gas laser even when _any frequencies are

present (multimode operation), provided the holes do not "overlap"

sufficiently (Figure 5-19). With sufficient overlapping, the gain line is

effectively "burned off" (Figure 5-Z0) and the laser behaves as if the

,.oo[Gcs)]

Figure 5-17.

i._ LOG iS)
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Typical gain saturation characteristic

for a laser amplifier.
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interaction were homogeneous. Essentially, every atom can interact

with some radiation in the closely spaced multimode case Even if the

modes are not closely spaced, the line will be burned off and behave as

if the interaction were homogeneous, provided the signal intensity

becomes sufficiently high. This is a result of the Zorentzian shape of

the hole: it has broad "wings" which do not fall off rapidly from the

hole center (not nearly so fast as the gaussian, for example). Thus a

gas laser capable of high power operation under multimode conditions

will exhibit inhomogeneous interaction at low signal levels and homoge-

neous interaction at high signal levels.

We may now use equation (5-2) to give us the variation of output

power with some of the important parameters of the laser discharge.

Equation (5-2), gives the gain in a single pass through the laser; if the

laser is used as an oscillator, only a fraction R < 1 will be reflected

through the tube for the next pass. If we make the simplifying

Note that this is a physically different effect from the case of a

homogeneously broadened line that typically occurs in solid state lasers

(ruby, for example). In the case of a homogeneously broadened line,

every atom can interact with a single frequency signal. The net effect

on the gain saturation is the same, however.

5-42



D

assumption that losses, either dissipative or useful output, are

symmetrical, the condition for steady state oscillation is

R G(S) = 1 (5-6)

Solving (5-4) and (5-6) yields

S = S3d B V --R-J

If we can further assume that RgoL/(l - R) is

for the important ion laser lines),

(5-7)

>_ 1 (which will be true

equation (5-") simplifies to

go L homogeneous interaction

S ~ (5 -8)

goL2 2 inhomogeneous interaction

S is, of course, the power circulating in the cavity. The output power

will be S(I - R - losses). However, we are not concerned here with the

variation with R or losses, and we assume these quantities are constant.

To relate equation (5-8) to the discharge conditions, it is neces-

sary to know the dependence of gain on the current. The evidence for

a two-step electron collision process as the key population mechanism

of the upper laser level has been discussed earlier. Spontaneous emis-

sion measurements show that the number density in both upper and lower

levels N 2 and Nl(m-3 ) vary as j2 (j is the current density in amperes

per square meter)

N2 _ N1 ~ j2 (5-9)

The "constant" of proportionality actually contains some implicit current

dependence (viz., the effect of gas heating on the Doppler line width and

the effects of radiation trapping on N 1 caused by the current dependence

of the ion density No). However, if this variation may be neglected for

the moment, equation (5-9) gives the major variation of inversion with

current. The gain coefficient of a laser discharge is approximately

proportional to the inversion

go N N 2 - N 1 (5-I0)
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except very near threshold, where it varies more as the 3/2 power

go ~ (N2 - N1 )3/2 (5-ii)

(Actually, this is very approximate; the actual dependence is not

expressab[e as a simple exponent. ) For a discharge tube of diameter

D, we have the power output (watts) and current (amperes) given by

P - _D2S (5-1Z)
4

_D2j
I - (5-13)

4

The above equations assume uniformity of S and J in the radial direc-

tion. This is probably a good assumption for J but not for S; however,

to first order only the numerical coefficient (the cavity mode filling

factor) wi[[ change and P N D2S for a given cavity. Combining (5-8)

through (5-13) we have

p N

I
2 2 2

D go L N

L ~D2(N2 NI)L ~ D2j2L ~ 12L
D2g ° D2 saturated

D (N 2

D2(N 2

- NI)2L2

- NI)3E 2

~ D2j4L 2 I4L 2

-_ moderate levels

~D2j6L 2~ I6L 2

D I0

--near threshold

(5-14)

The existence of 16 --_14-" 12 behavior has been we[[ verified in this

laboratory; however, the exact limits of each regime are not we[[ known

as a function of the other parameters of the laser discharge (that is,

those parameters which make up the constant of proportionality).

Figure 5-21 indicates, in a highly schematic way, the expected variation
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of power output with current as the discharge length L and the cavity

length I are varied. The assumptions made are, of course, that

c/21 > Av N and _ > L.

When a magnetic field is used to confine the plasma, the scaling

is slightly different. Since the rate at which ions leave the discharge by

diffusion to the walls is reduced by the magnetic field, the rate at which

plasma is generated must also decrease in order to maintain an equilib-

rium state. The plasma generation rate is proportional to the electron

density and the average electron energy, and the new equilibrium is

maintained by a decrease in the average electron energy. The longi-

tudinal electric field is roughly proportional to the electron energy, and

it is the decrease in the longitudinal electric field (and the corresponding

decrease in tube voltage) which accounts for the improvement in the effi-

ciency of the discharge.

However, since the excitation of ions to the upper laser level is

by electron-ion impact, the excitation rate is proportional to the plasma

density squared and the average electron energy. We expect that while

laser performance should be enhanced in a magnetic field because of the

increased plasma density and efficiency of the discharge, this improve-

ment should eventually be balanced or reversed by the decrease in the

average energy of the plasma electrons.

Magneto-optical effects can further complicate the dependence of

laser performance on the magnetic field, as discussed previously.

It is quite clear that one of the major first steps toward improv-

ing the power output and efficiency of the ion laser is to make a thorough

and careful set of measurements of gain, gain saturation, power output,

and efficiency with the physical parameters I, I_, _, D, B, and pressure

varied over as wide a range as is practicable. Such measurements

wi[[ confirm the theory of operation discussed here, explore the limits

of validity of the theory, and provide a set of design criteria for future

laser deve[opment.
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We may also estimate the variation of efficiency with the major

parameters. The power input to the discharge is approximately

P. = IEL +IV (5-15)in cath

where E is the average longitudinal electric field in the positive column

and is a function of the diameter and the magnetic field. Vcath is the
cathode fall, a function only of the cathode type and material. (For hot

cathodes, such as those used in ourcwtubes, Vcath=20to40V; for cold
cathode s, Vcath may be several thousand volts. ) The exact dependence of E on
diameter and magnetic field is not known. For the helium-neon laser

the scaling relation pD = constant results in the retation ED = constant.

Our observations to date indicate that in the Ar II laser (and in the
neutral xenon 3.5 M laser) the variation of E is faster than I/D. The

efficiencies corresponding to the three regions of operation may then
be written

I
Vcat h D2 saturated

ED 2 +
L

I3L

Vcath
ED 6 +

L

D6 moderate level

I5L

ED 10 + Vcath D 10
L

near threshold

(5-IC)

The saturated region will give the region of highest efficiency. For

tubes long enough that Vcath/L is << E, the saturated efficiency is

independent of length, Vcath is typically 20 to 40 V, and E ranges from

0.5 to 20 V/cm, depending on the diameter and the magnetic field. With

these numbers, it is apparent that the cathode fal[witl significantly

degrade the efficiency in short tubes (20 cm or so).

5-47



5.3.3 Characteristics of Mode-Coupled Gas Lasers

Introduction. The atomic populations of most gas lasers are suffi-

ciently inhomogeneously broadened to allow the simultaneous oscillation

of a large number of axial modes. Each of these modes is driven by

spontaneous emission from atoms in different regions of the atomic

florescence line; to a first approximation, these modes are uncoupled

and oscillate independently. Under normal conditions, and especially

for closely spaced modes (long optical cavities), the amplitudes and

phases of the individual modes will fluctuate in a random manner.

The output of a multimode laser is therefore amplitude modulated and

has a frequency coherence much less than that of any single axial mode.

By introducing an optical modulator within the laser cavity, the

previously uncoupled modes may be coupled together so that their

relative amplitudes and phases are constant in time. In gas lasers,

suitable modulators vary either the optical path length of the cavity

(phase modulation), or the cavity losses (loss modulation). The

frequency spectrum and the time domain output of a mode-coupled

laser vary with the type, frequency, and amplitude of the modulation.

The effect of mode-coupling within the laser cavity is to change

the form of the laser signal. The laser output may be considered as

an optical carrier, and by mode coupling the carrier is converted to

a possibly more useful form, such as an unmodulated pulse train or

a single frequency. These internal modulation techniques should not

be confused with schemes which use a modulator within the cavity to

impose information on a direct or scattered beam, such as the intra-

cavity SSBSC modulator discussed in Section 7.0.

_A general discussion of the characteristics of loss and phase

modulated, mode-coupled lasers is given in the paragraphs below.
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Internal Loss Modulation of Multimode Lasers. The theory of internal

loss modulation has been presented by several authors (7' 8, 9)_ and

successful mode-locked operation has been reported for He-Ne at

632q _(9,10) and for A II at 4, 880 _(9). To introduce a time-varying

loss, a suitable modulator is placed within the optical cavity as near

as possible to an end mirror. The coupling effect is independent of

the manner in which the losses arise, so that loss modulation may be

produced by an electro-optic intensity modulator or by an elasto-optic

(acoustic) modulator. With the latter type of modulator, the standing

acoustic wave acts as an acoustic diffraction grating which attenuates

the zero-order direct beam by scattering energy into higher order

off-axis beams. Since there is a null in the standing wave twice during

each period of the applied signal, the modulation of the zero order

beam occurs at twice the applied acoustic frequency.

When the frequency of the time-varying loss v is equal to orm

very close to the mode spacing c/2L, coupling of the modes results

from the nonlinear polarization of the medium. The relative amplitudes

of the modes becomes approximately Gaussian, centered about the line

center, and all modes oscillate with equal phase. For a mode-coupled

laser with a spontaneous emission linewidth _v and n axial modes

oscillating in phase (normally n _ Av /(c/2L)) the laser output (as

predicted by simple Fourier analysis) is a pulse train of wm pps with

the following characteristics:

i. The pulse width is roughly (nVm)-i _ (A V) -1

2. The average power is approximately equal to the free-

running laser power.

3. The peak pulse power is n times the average power.
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The effect of the internal loss modulation on a multimode laser

is then to convert the output to a pulse modulated signal. Experimental

results (9) obtained for two types of lasers with v = c/2L_I00MHz
m

are:

Peak Power/

Laser Dk --Av Pulse Length Average Power

He-Ne 6328 A i. 5 GHz 0. 5 nsec 17

A II 4800 A 4. 5 GHz 0.25 nsec 20-30

Such a high-intensity pulse modulated source may have appli-

cations in PCM systems where an external optical shutter is provided

to modulate the pulse height.

Internal Phase Modulation of Multimode Lasers. A mode coupling of

a gas laser may also be accomplished by placing a phase modulator

(KDP crystals have been used to date) inside the laser cavity. When

an rf field is applied to the electro-optic crystal, its index of refraction

is changed, causing a change in the length of the optical path of the

cavity. This approach is equivalent to vibrating one end of the cavity

mirrors at the modulation frequency, and gives rise to the generation

of fm sidebands for each oscillating mode.

Two different types of mode-coupling can result depending on the

frequency of the modulation. When the crystal is driven at a frequency

which very nearly, but not exactly, corresponds to the frequency

separation of the free running modes, the laser operates in the fm

regiGn. If the driving frequency is tuned to exactiy the frequency

separation of the modes, then "phase locked" operation occurs which

has different characteristics from the fm region. These two modes

of operation will be discussed separately below. A detailed discussion

of the limits of operation of the two regions as predicted by theory

(11, 12)and observed in experiments (13) is contained in the literature.
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Mode Coupling in the FM region. Since the modulation frequency

is roughly the frequency separation of the free running modes, the fm

sidebands of each mode very nearly coincide with the frequencies of

other axial modes. While each mode and its sidebands are originally

a distinct fm oscillation, a parametric energy exchange takes place

which allows the previously independent modes is coupled to other

modes through the overlapping sidebands. There is then a competition

between the fm oscillations for the gain of the active material, and

under appropriate conditions it is possible for one fm oscillation to

quench or extinguish other oscillations. The result is that the total

output can be made up of only one fm carrier and its sidebands. The

output signal then appears as a single frequency which is swept back

and forth about line center at the modulation frequency. The fm signal

E(t) can be represented as

E(t) = E ° cos (¢Oct + rcos(_Omt)) (5-17)

where _c is the carrier frequency (the laser frequency) F is the

modulation index, or ratio of the peak phase deviation to the modulation

frequency, and _0m is the modulation frequency (approx. the axial

mode spacing). The relative amplitudes of the output laser modes have

Bessel function relationships to each other; the central mode will have

an amplitude given by Jo(F), the first sidebands JI(F), and so on.

The modulation index can be written as (12)

1 Z_fZ
I" - 6 (5-18)

1"r A_.J

where A_is the frequency separation of the modes, Av is the difference
I

in frequency between At-iand the modulation frequency Vm, and 8 is

the single pass phase retardation of the phase modulator, in radians.

Typical values for a He-Ne laser with A_equal to 150 MHz are

Av= 150 kHz, 6 = 0.01 and F = 3. 19.
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The above equation makes it clear why fm operation is not

obtained when the modulation frequency exactly equals the mode

spacing. In this case, A v would be zero and F would be infinite. At

that point the output no longer resembles an fm signal, and a new

phase-locked coupled mode solution occurs.

The fm region of operation offers promise as a means to stabilize

the amplitude of a cw laser. In addition, by employing the "supermode"

technique or selective output coupling as discussed below, the fm laser

may yield single frequency operation.

Mode Coupling in the Phase-Locked Region. When the modulation

frequency is equal to the separation between axial modes (Av' = A&2),

the modulation index describing fm operation becomes infinite. Under

these conditions, all the modes oscillate in phase and the amplitudes

of the modes have a Gaussian distribution about the center frequency.

The output in this case is the same as is observed for loss modulation;

that is, a train of narrow pulses with a repetition rate corresponding

to the frequency separation of the modes.

Single Frequency Operation of Mode-Coupled Lasers

(14)
The "Supermode" Laser. The so called "supermode" laser

approach uses the controlled spectral output of the fm laser to produce

a single frequency. To accomplish this, the output of the fm laser is

passed through a second phase modulator located outside of the cavity

which is driven at the same frequency as the internal modulator. If

F' is the modulation index of the external modulator and 4) is the

difference in phase between the two modulators, then the output of the

external modulator will be

E(t) : E cos [_,t + FcoSoJmt + F'coS(_mt +4))}.
0 C
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wi_en 1_' is made equal to F and _ = 180 ° , then E = E cos 0J t. This
O C

is a monochromatic signal at a frequency near the center of the

original free-running spectrum. Briefly then, the supermode laser

produces a single-frequency output by first controlling the free-running

modes in a specific manner through the f-m laser technique, and then

converting this controlled signal to a single frequency.

The major limitation of this approach is the difficulty in building
!

a practical external modulator for which F can be equal to F. Typical

values of F for an fm laser lie in the range of from l to 7. Because

of the multiple pass characteristic of the laser cavity (as reflected in

the term A_2/_v' in Eq. (5-18), F may be obtained using values of 6

less than 0.3. For an external modulator, 14 = 6'/2_ so that the

required values of 6' are in the range of 5 to 40 radians. It is not

practical at this time to construct modulators having such large phase

retardations. Future development of multipass modulators using new

material such as ICTN or LiNbO 3 may make it practical to use the

supermode technique to obtain a single output frequency.

Frequency Selective Output Coupling to the Mode - Coupled Laser.

The important property of a mode-coupled laser utilized in this

approach to obtaining single frequency operation is that all the modes

are coupled together in amplitude and phase. If the gain or loss of

any one of the coupled modes is changed, the relative amplitudes of

the modes will still be very nearly maintained and the oscillation level

will adjust such that the net average power absorbed or dissipated by

all modes remains zero. The method of single frequency operation

discussed here is based on the fact that there is an optimum output

coupling (mirror transmission) which allows the maximum power to

be taken from the mode-coupled laser- and that whether this coupling

is provided as a sum of equal increments to all modes, or instead is

provided entirely to one mode, is not of significance. Theory(15) has

shown that if it is desired to extract the entire output as a single fre-

quency from the 9th mode from line center, the ratio of necessary
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coupling to that mode, as compared to the coupling which should
be seen by all modes, is I/JR(F).optimally

The method which has been used Hthusfar, (15, 16, 17) to obtain

the selective" output coupling to a single mode of a phase modulated
laser is to replace one end mirror of the laser with a Fabry-Perot

etalon having a free spectral range greater than the line-width of the

transition. Fine tuning of the eatlon allows the narrow transmission

curve of the etalon to be tuned so as to couple to just one mode.

Ideally it should be possible to extract the total power which was

originally available from all the modes to just one mode.

Single frequency operation of a multimode laser using internal

modulation to achieve mode coupling and an output etalon to select
16

a single frequency has been demonstrated for He-Ne and AII lasers

(17). A He-Ne laser which as a free-running oscillator produced

68roW yielded 53roW at a single frequency using these techniques.

For argon, 45mW of single frequency power has been obtained from a

i00 mW free-running laser. This approach is still being refined, and

higher powers can be expected, especially from argon ion lasers.

5.3.4 Laser Stabilization

Introduction. Often the laser is given all the characteristics of the

more familiar high-frequency and microwave oscillators. For all

but the most simple communications systems the "raw" laboratory

laser does not possess the frequency stability, amplitude stability,

or spectral purity equivalent to conventional sources. In the discussion

that follows it is assumed that the problems of amplitude stability and

spectral purity are solved; and effort will be concentrated only on

some of the problems of obtaining improved frequency stability and

the results obtained to date.

To first order, the oscillation frequency of a laser is determined

by the mechanical properties of the optical cavity rather than the

parameters of the atomic line. Thus a brief review of optical cavity

properties and materials will be given. Following this is a discussion

_f electronic stabilization methods, and the most recent results.
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System Requirements. Consider the simplest microwave

heterodyne receiver with an operating frequency of 10 Gcs and an i.f.

bandwidth of 1 Mcs, the required local oscillator (and transmitter

oscillator) stability must be better than 106 in 1010 or i part in l04 to

keep the received signal within the receiver passband. For most

practical communications systems the actual stability required might

be two orders of magnitude greater than this, or 1 part in l06. For

the present, however, we will consider only the crudest system that

requires only that the signal remain within the passband. The same

bandwidth used in an optical heterodyne receiver, with operating

frequency of 500 Tcs (Terracycle 1012= cs), corresponding to a

visible wavelength of 6,000 _, requires an oscillator stability of

106 in 5 x i014 or 2 parts in 109. By translating the same information

bandwidth from the microwave to the optical region, we have changed

the stability requirement from that of everyday hardware to that of a

primary frequency standard. Figure 5-22 shows the fractional stability

required as a function of the desired absolute stability (equal to the

information bandwidth in the example considered here) for the most

commonly used gas laser transitions. For a practical heterodyne

system, the required stability would be an order of magnitude tighter.

The curves end at the points marked "Doppler widths" since at least

this stability is required to keep a given cavity mode within the gain

line half-power points and to keep the laser oscillating. _ Also shown

for comparison with conventional sources are curves for l-mm and

1-cm wavelengths.

The best results obtained to date (18) are shown as dots on the

various curves. No stabilization has been reported for those wave-

lengths with no dot shown.

_:_Typical laboratory lasers have stability much worse than this;

however, because of the multimode nature of the cavities, the dropping

in and out of oscillation of a given mode is not ordinarily seen. For

the optical heterodyne we must consider only single mode (i.e., single

frequency) oscillators, so that the stabilization must be at least good

enough to keep this mode within the gain line width.
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Properties of the Optical Cavity. The resonant frequency, v,

an optical cavity formed by mirrors of radii b I and b2, spaced a

distance, L, apart is(19)

of

= 2"--Z q +-_-(l+m+n) cos (i- )(i- ) (5-19)

For TEM00 q

where c is the velocity of light and m, n, q are three integers that

describe the particular optical mode (field distribution); q is the num-

ber of half wavelengths between mirrors and m and n are number of

zeros (or phase reversals) the electric field contains in the transverse

direction. Typically q is of the order of 106 , while m, n are small

(0, 1,2 .... ). Modes are usually designated TEM the most useful,
mnq;

i.e., the ones providing the closest to a uniform illumination and thus

possessing the lowest diffraction spread for a given diameter, are

the TEM00 q. In all that follows we will assume that only these modes

are present, selected by intracavity apertures, eavity dimensions,

etc. In addition, we will assume that by proper choice of L compared

to the gain line width, only one particular value of q will oscillate

at a time.

modes equation (5"19) reduces to

c[1ijv _ 2L q + _" cos 1- )(l-b2
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Since q >> i, this formula, for first order effects, reduces further to

cq (5-21)
v - -2--£

We see that, to first order, the cavity frequency depends only on

the spacing L. The variation in frequency 6 v caused by a change in

cavity length 8L is

cq v
8 v - 6L = --- 8L (5-22)

2L _ L

or,

8.___V.v_ 8L (5-23)
v L

Second order corrections arise because of the occurance of L in the

second term in equation (5-20), but equation (5-23)will be accurate

enough for our purposes.

If, in addition to changes in the physical length, 6L, there is a

change in the effective length due to a change, 6n, in the index of

refraction of the intracavity medium, then

6vV _ ( ._ + 8n}n {5-29)

Equation (5-24) is most applicable to solid-state lasers where the

mirrors are coated directly on a dielectric rod of index n. For gas

lasers in which the active medium has index _, but the atmosphere

fills the space from the end windows to the mirrors, a fraction L-_ /L,

where _ is the length of the discharge tube, then

__L L-_ 8n) (5-25)By_ ( + L n
V
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Methods of Stabilization

Mechanical and Thermal Stabilization. The most direct method

of stabilization is to control the environment of the optical cavity

sufficiently well so that the resonant frequency variation falls within

the prescribed limits. This requires accurate control of the cavity

temperature (often in the presence of a strong heat source, for example,

the laser discharge tube), control of or isolation from mechanical

stresses and vibrations, and isolation from air currents (or other

fluctuations in the intracavity medium. )

The change in frequency with change in cavity length caused by

thermal temperature variation is given by equation (5-23) and the

definition of thermal expansion coefficient, F_.

8v 8L

v L b6T

Figure 5-23 shows the fractional stability resulting from a given

temperature fluctuation, 6T, for several common materials suit-

able for cavity fabrication. This figure may be combined with

Figure 5-22 to see the resulting absolute frequency change for the

different laser wavelengths. To achieve a long term stability of 1 part

in 109 using the lowest expansion coefficient material, fused quartz,

-3
a temperature control of 10 degrees Centigrade is required. By

choosing a proper geometry and composite material for the package

laser cavity, one may temperature-compensate to achieve perhaps an

order of magnitude improvement over simple cavity expansion. No

results on such experiments have been published, however. Also, there

are now some experimental glasses and ceramics that are internally

compensated in their composition to achieve lower expansion coefficients

but, again, no results have been published.

The change in frequency produced by a change in air pressure

depends on the fraction L-_/L of the optical path that is exposed. A
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value of 0. 1 for this fraction is typical for Brewster-angle gas lasers.

The fractional frequency change produced by a change in air pressure,
6p, is then

6v L-_ 6n
v L n

L-_L (0. 00029) 7_0 (5-27)

L-_ 0-7
_x3.8xl 6p

or,

4 x 10 -8 6p (5-28)

for L-_/L : 0. l, and 6p in Torr*. The long-term variation in pressure

due to weather changes may be of the order of 20 to 30 Torr or more.

Thus, 6v/v > 10 -6, determined by atmospheric variations. Launching

a gas laser into space (6p = 760 Torr) would produce a 6v/v of approxi-

mately 3 x 10 -5, which is greater than the maximum variation allowed

to maintain oscillation within the doppler linewidth, for all the gas

lasers listed in Figure 5-22. Of course, internal mirror lasers do

not suffer from pressure effects, except through possible mechanical

stresses set up by changes in pressure.

Perhaps the most difficult-to-describe source of laser instability

is that resulting from room microphonics and mechanical vibration.

Needless to say, every precaution must be taken to isolate the laser

form sources of vibration. (This may be easier to do in a space

vehicle than it is on the earth's surface. ) Even when electronic stabili-

zation is used with the laser, the microphonics determine the loop gain

required and the trade-off between capture-range and sensitivity of the

frequency discriminator to be used.

"I Tor
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Feedback Systems Locked to a Discriminant. It is possible to

generate a discrin_inant or discriminator characteristic as shown

schematically in Figure 5-24 in several ways for use in a feedback

frequency control system. First, the general characteristics of the

system will be discussed and then the particular physical phenomena

and arrangements to generate the discrin_inant will be discussed.

A discrin_inant must (1) measure the amount of frequency deviation

frolr_ some desired center frequency (it is desirable but not necessary

that the output amplitude be a linear function of the frequency deviation),

and (2) indicate the sense of the deviation, usually by a positive or

negative output. The discriminator output should also be independent

of the signal amplitude. If it is not, the independence may be achieved

as it is usually done in the radio-frequency case by limiting; unfortu-

nately, optical frequency limiters are rare, ocurring only for those

transitions which possess a high, saturable gain characteristic, such

as the Xe I 3. 508_ transition. Otherwise, the signal source must be

stabilized to obtain amplitude independence for those amplitude-

dependent dis criminants.

Having obtained a suitable optical discriminator, the output is

then fed to a frequency-controlling element in the laser--for example,

to an electromechanical element controlling the mirror spacing, or to

an electro-optic element controlling the effective index of a portion of

the cavity. Thi§ servo loop may becoxrle quite sophisticated in its

detail. Integrators to obtain zero-error characteristics may be

included; multiple loops derived from different discriminants may be

used to stabilize for different "terms" (i.e., short-term, long-term-':-'),

or different loops may be added to correct for mirror tilt in addition to

mirror spacing, a second order effect. A typical system block diagram

is shown in Figure 5-25.

It is useful to recall a few general facts about frequency discrim-

inator systems. If a discriminant is derived from a resonance

phenomena, then it is quite generally true that the discriminator curve

_:'By short term, we mean the low audio range to perhaps 1 kc; by

long term, we mean hours to years.
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will resemble the derivative of the amplitude function of the resonance.
If the width of the resonance is Awthen the width between the peaks of

the discriminator curve will be about Av; if the resonance is asymmet-

rical, the discriminant will be asymmetrical, etc. The finer details

depend on the exact method of obtaining one from the other. It is also

true that the steeper the slope of the discriminant (or the higher the

gain of the feedback loop) the tighter the frequency lock will be. On the

other hand, the capture range is proportional to the discrin_inant width.

I. Passive Cavity Discriminants

It is possible to generate an optical discriminant through

interference in optical cavities. Such discriminants are probably best

used for short-tern_ stabilization, since the small cavities used can be

made quite rugged and free from microphonics. However, there is no

guarantee of long-ter1_ stability because of temperature drift, mechani-

cal drift due to strains, etc.

Interference can may be classified as two-beam or multiple beam.

The Michelson and Mach-Zehnder configurations are perhaps the best

known examples of two-beam instruments, while the Fabry-Perot is

the best known multiple beam device.

a. Fabry-Perot Interferometer Discriminator

The transmission characteristic of a typical Fabry-Perot

(F-P) interferometer is shown in Figure 5-26. Typical numerical

values are given in parentheses. The bandwidth Av may be only a

few mc, much less than the Doppler width of a typical visible or near-IR

laser transition. The simplest method of obtaining a discriminant from

this resonator is shown schematically in Figure 5-27. The laser output

is passed through the F-P to an amplitude detector; a bias level is

subtracted from the detector output and fed in the proper phase through

a dc amplifier to the mirror transducer. The resulting discrin_inant is

shown in Figure 5-28. The output amplitude of the laser itself must be
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stabilized by an independent loop, since fluctuations in laser amplitude

would be sensed the same as fluctuations in frequency, as shown in

Figure 5-28.

A better method is shown in Figure 5-29. Here a small modulation

("dither"), typically at an audio rate is applied to the mirror transducer.

The modulated beam is passed through the F-P. A sample is envelope-

detected and the modulated output of the detector is compared with the

modulating source in a phase-sensitive detector. The filtered (dc) out-

put is then amplified and fed to the mirror transducer. That the output

of the phase detector produces the desired discriminant is easily seen

from Figure 5-30. The amplitude of the modulation on the light

increases as the slope of the transmission curve increases. The maxi-

mum modulation occurs at the inflection points vI and v2. The modu-

lation amplitude is zero at v0. (Only the second harmonic of the

modulation frequency occurs at v0, and it is a maximum here, zero at

the inflection points--it may also be used as an error signal). The phase

of the modulation on the light with respect to the modulating signal also

changes as the frequency passes through v0.

By adding a bias voltage to the dc amplifier output, the frequency

may be stabilized at v3 rather than v0.

One of the disadvantages of the system shown in Figure 5-29 is

that the laser output is frequency- and amplitude-modulated at the

"dither" frequency. To eliminate this, the F-P mirrors may be

dithered instead of the laser mirrors; the dc error signal is fed back

to the laser as in the first system. The operation is otherwise the

same.

b. Two-beam Interferometer Discriminator

Consider the simple arrangement shown in Figure 5-31;

this system may be thought of as an unequal-arm Mach-Zehnder
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interferometer. It is easily shown (20) that the output of photodetectors

1 and 2 is

Zl "_ SIN2 [_ (Za- Zb) ]

Z2 "_ COS2 [_ (L a - Lb) 1

(5-29)

(5-30)

The photo currents may be subtracted to form the discriminant shown

in Figure 5-32. The lengths La and L b are adjusted so that the zero

occurs at the desired optical frequency. The width of the discriminant

between peaks is

C
Aw =

2 (L a - Lb)

and can be made smaller (more sensitive) by increasing the inequality

in the arm'lbngths.. Of course, the mechanical stability becomes worse

the larger La - L b is made, so that there will be an optimum design

for a given set of construction techniques and environment.
d

Instead of using two arms of physically different lengths, it is

possible to use a birefringent crystal to obtain the necessary two paths

of different optical length. A discriminator based on this idea has

been proposed by Harris (21).

2. Atomic Line Discriminators

The laser transition itself may be used as a resonance to

which the oscillation frequency may be locked. For gaseous lasers

operating in the visible and near-IR, the Doppler width is much greater

than the natural linewidth Av N, and much greater than widths easily

obtainabIe with F-P cavities. Consequently, the discriminant derived

from the atomic lines are broad by comparison with the cavity schemes

so that the locking error is proportionaIly larger. However, the

center frequency of the discriminant is determined by atomic parameters
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rather than physical dimensions, and is thus not subject to long-term

drift. These discri1_ants are thus better for long-term stabilization.

a. Laser Gain Curve

The Doppler-broadened gain curve of the laser medium itself

may be used as the atomic resonance from which the discriminant is

derived. Consider the system shown in Figure 5-27, but without the

external F-P cavity. As the laser mirror is tuned across the gain

curve the output will vary as shown in Figure 5-33 (This picture is

highly schematic, since the output power is a monotonic function of the

gain, but not necessarily a linear function.) It is assumed, of course,

that the laser oscillates in only one longitudinal cavity mode across

the entire line width, which requires c/2_ > _v D. The servo loop may

be closed as shown in Figure 5-27, with the laser operating on the

side of the gain curve at a point determined by the b_as voltage. As

before, the laser amplitude must be stabilized independently.

In like fashion, the system of Figure 5-29 may be u_ed as shown
&

but with the external F-P removed. The curve of Figure 5-30 is now

interpreted as the power output curve of the laser. The dithered signal

now seeks line center (if no bias is used) or some other point on the

curve determined by the bias voltage.

One new effect arises to complicate this use of the laser transition

as the atomic resonance--this is the partial saturation of the medium by

the oscillation, termed "hole-burning" by Bennett (22) The small-signal

gain curve for a gas laser has the simple gaussian shape shown in

Figure 5-34a. Thegaussianshape results from the thermal (Maxwellian)

distribution of velocities of the atoms in the medium. One may think

of the line width for atoms at rest being much narrower, Aw N << _WD,

but that groups of atoms with the same velocity are superposed with

their resonances translated by the Doppler shift for that velocity. The

contribution to the resulting line shape from each group is weighted by

the number in that group. The presence of a strong oscillation in the

medium at frequency wI saturates the gain in a frequency interval

-_w N about it. This width, _WN, is also called the homogeneous
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linewidth and represents the frequency interval over which a wave can

interact with the atoms. (Clearly, a single-frequency laser does not

interact with all the atoms in the laser medium.) Oscillation at vI not

only burns a "hole" centered at vI, but also a "hole" an equal distance

the other side of line center, as shown in Figure 5-34b. This is easily

seen if one thinks of the abscissa of Figure 5-34b as atomic velocity

rather than frequency, with zero velocity occurring at v0. In a two-

mirror laser, the oscillation at vI consists of waves traveling in both

directions, so that one hole is burned by one traveling wave, and the

other by the same wave on the return trip. The power output thus is

twice that obtained if only one traveling wave were present (e.g., in an

unidirectional ring resonator). However, as vI approaches v0, the two

holes begin to overlap (i.e., the two waves are interacting with some

of the same atoms, namely those nearly at rest). When vI = v0 the

two holes overlap completely, and power output is at a minimum. The

resulting power output versus frequency curve is shown schematically

in Figure 5-34c. The depth of the minimum depends on the strength of

oscillation and gain of the medium; the width is of the order Av N. This

minimum, called the Lamb Dip, is not always easy to see because of

broadening by isotope mixtures. It may appear only as a flattening of

the gaussian shape. The optical discriminant obtained appears as in

Figure 5-34d. Locking can be maintained at three points on the curve

(by appropriate phasing of the servo output.) The central slope depends

on the depth of the minimum, which may be quite shallow, thereby

producing a very flat and undesirable discriminant.

When the laser itself is used to generate the discriminant by

dithering, it is no longer possible to keep the modulation off the output

signal. However, the same transition may often be excited in an

external absorption or amplifying cell. If this is possible, that cell

may be modulated instead of the laser. Such a scheme is treated in the

next section.
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b. Zeeman Effect Methods

In this method (23), the discriminant is derived from the

differential absorption of light passed through an external absorption

cell to which is applied a square-wave modulated magnetic field. The

magnetic field resolves the transition into two Zeeman componants, with

the absorbtion curve for circularly polarized light of one sense shifter

up for B > 0 and down for B < 0, and conversely for the other sense of

circular polarization, as shown in Figure 5-35a. It is easy to see that

the phase comparison of the output of the detector with the modulation

will produce the desired discriminant, as shown in Figure 5-35b. The

magnetic field magnitude that produces the optimum descriminant is

just that which splits the line by about one Doppler width, so that the

discriminant width is again about one Doppler width between peaks. The
system shown in Figure 5-36 is actually only one variation. The

switched magnetic field may be replaced with a dc field and an electro-

optic quarter-wave plate used instead to switch from one sense of

circular polarization to the other. Alternatively, the one sense of

circular polarization may be passed through the cell in two oppositely-
directed paths and the outputs of two detectors subtracted. This latter

method requires careful balancing of the losses in the two paths,
however.

It is also possible to use the circular birefringence induced by the
Zeeman splitting rather than the circular dichroism, as above. A

system based on this principle has been proposed by Tobias, et al (24),

but not yet demonstrated.

3. Other Dis criminants

There are several other possible effects that may be used

to derive a suitable optical discriminant. Only one, Frequency Pushing,
will be considered now.

The dispersive effects of hole-burning may also be used to obtain

an optical discriminant. A hole burned on one side of line center will

produce a slight change in the effective index at the position of the mirror

image hole and vice versa, in a direction so as to "push" the holes
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apart. The net effect is a slight shift in the oscillation frequency that
is zero at line center and of opposite sign on either side. Near line

center, the strength of this effect is also approximately proportional

to the gain. If one then modulates the gain (by modulating the

discharge current, for example) there results a frequency modulation

of the pushing effect, which changes phase by 180 degrees at line
center. One advantage of this scheme is that the phase-sensitive signal
to be detected is fm rather than am, and does not vanish in amplitude

at line center as am dither schemes do. (Servo systems operated with

error signals that vanish at the desired operating point are much more

subject to noise in the physical process used to obtain the discriminant. )
This fact also results in some additional complication, however, since

the fm signal must be detected by heterodyning to an intermediate

frequency (10.7 mc in the experimental system used by Bennett, et al)
before it can be converted to an am discriminant (now in a relatively

noise-free electronic discriminator). To accomplish the heterodyning,

a second laser must be locked to the average frequency of the first by

a slow feedback loop (afc at I0.7 mc if). The results obtained with
this system, l part in i010 for an 8-hour period seem to justify the

additional complexity. For more details the reader is referred to the

original paper.

State of the Art Results. For a good review and summary of results

obtained to date the reader is referred to the excellent review article

by White (18) The best fractional stability for any laser system quoted

is l part in 1010 for a duration of 8 hours, obtained by Bennett, et al (25),

using the hole-repulsion effect with a 3.39_ He-Ne laser. For certain
12

favorable periods of 1-minute duration or so, 1 part in I0 was

obtained. The best stability obtained to date for a free-running laser

in a controlled mechanical and thermal environment is 2 parts in 108

obtained by Collinson (26) with an rf excited 6328 _ He-Ne laser in a

fused quartz cavity. Using a Brewster's angle window laser and a

dither scheme, Rowley and Wilson (27) have achieved I part in 108 at

o
6328 A. Shimoda and Javan (28) have used a somewhat more elaborate
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dither system with a i. 15_ internal mirror He-Ne laser to achieve
2 parts in 109 for many days. White (29) has used a combination of

the Zeeman effect system for long-term stability and a passive cavity
o

loop for short-term stability to achieve 1 part in 109 at 6328 A.

No results of frequency stabilization experiments on the ionized
o o

argon transitions (e. g. , Ar II 4880A or Ar II 5145A) have been

reported. This is no doubt due to the difficulty in obtaining single-

frequency operation with such a large Doppler linewidth (_ 5Gc).

Intracavity methods of obtaining single-frequency operation (see

discussion in Section 7. 0 of this volume) show promise of self-

stabilization and may well be applied to the argon ion laser, but this

has not yet been accomplished.

No stabilization work has been reported yet for the 10.6M CO 2

laser.

5.3.5 The CO 2 Laser

Theory of Operation

CO 2. Laser action in CO^ has been observed on both the P- and

R-branchesofthe 0001 - 1000an_ 0001 - 0200 vibrational bands and on

the P-branch of the 0111 to 0310 vibrational band (see references 30-48).

The following discussion will be primarily concerned with the high

power P-branch rotational transitions of the 0001 - 1000 vibrational

band which occur in a narrow wavelength interval near 10.6M.

Figure 5-37 illustrates the pertinent energy levels for CO 2 and CO2-N 2

lasers. The latter will be discussed in the following section. For

simplicity the rotational levels are not shown for each vibrational state.

The vibrational levels at the left of the CO 2 energy level diagram are

those of the symmetric stretching mode (Vl), at the right are those of

the asymmetric stretching mode (v3), and in the center are those of the

doubly degenerate bending mode (v2).

Excitation of the upper laser level in the CO 2 laser may occur via

recombination and/or cascade from higher levels, or by electron impact,
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either directly or via a compound. Experiments indicate that the

dominant mechanism may vary as conditions of the discharge are

changed.

Decay of vibrationally excited CO 2 molecules is by spontaneous

emission and/or collisional de-excitation. The calculated spontaneous

radiative transition probabilities between the lower vibrational levels

in CO 2 are listed in Table 5-6 (49)

It is evident that for transitions other than 000n - 000(n3-1)3

spontaneous radiation is negligible. The lifetime of the 0001 level, in

the presence of radiation trapping, is -2 x 10 -2 seconds.

The amount of power produced by CO 2 lasers requires that the life-

time of the lower laser levels be 10 -3 seconds. Consequently,

de-excitation by CO2-CO 2 collisions involving the conversion of vibra-

tional energy to translational energy is the dominant relaxation mecha-

nism. The levels of each vibrational mode reach internal thermal

equilibrium via vibration-vibration exchange then cross-relax to the

fastest relaxing mode. In CO 2 the most probable vibration-translation

relaxation mechanism involves vibrational quanta of the lowest

(50-52) i.e.,
frequency mode w2,

CO2(0110) + M -_ CO2(0000 ) + M + KE

Transition Dominant Branch Spont. Trans. Prob.

-1
- 0.34 sec0001 1000

0001 _ 0200

I000 _ 0110

0200 _ 0110

0110 _ 0000

0001 _ 0000

P

P

Q

Q

Q

P

-1
0.20 sec

-i
0.53 sec

-i
0.48 sec

-I
I. 07 sec

2 x I02 1sec-

Table 5-6. Spontaneous radiative transition probabilities in CO 2.
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where M is CO 2 or another species. The corresponding relaxation

rates to the ground rate for molecules in the lowest vibrational levels

of the vI and v3 modes, 1000 the lower laser level, and 0001 the upper

laser level, respectively, are several orders of magnitude slower.

The lower laser level (1000) relaxes to 0110 by

or,

CO 2 (I000) + M -_ CO 2 (0110) + M + KE

since the i000 and 0200 levels are in Fermi resonance, by

(5-33)

co 2 (1o°o) + co 2 (oo°o) -. co z (o2°o) + co 2 (oo°o) (5-34)

or

CO 2 (I000) + CO 2 (0000) -- 2 CO 2 (0110) (5-35)

In each case, the final relaxation process is governed by (5-32).

Calculations indicate that the rates for processes (5-32) and (5-33) are

of the same order of magnitude, although the latter is somewhat slower,

while the rate for 0200 - 0110 vibration-translation relaxation is

faster (51) Thus, the de-excitation of the lower laser level 1000 is by

vibration-vibration exchange with the bending mode which then

relaxes via vibration-translation exchange to the ground state. The

rate of this latter process controls the relaxation of the lower laser

level.

CO 2 - N 2. The increase in output power from the CO2-N 2 laser

over that from the pure CO 2 discharge may be attributed to population

of the upper laser level in CO 2 by transfer of vibrational energy from

N 2 molecules in the v = 1 vibrational level of their electronic ground

state. The selective excitation of the CO 2 molecule from its ground

state to the 0001 state takes place during a two-body collision involving

a CO 2 ground-state molecule and a vibrationally excited N 2 molecule.
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From Figure 5-37 it is evident that the v = 1 vibrational level of N 2
-1

at 2330.7 cm is in very close coincidence with the 0001 vibrational

1 1
level in CO 2 at 2349. 16 cm- (HE = 18.46 cm- <kTrotational

-I
_kTtranslationa I_210 cm .) In addition, since N 2 has a zero perma-

nent dipole moment, vibrational relaxation times for excited N 2

molecules are long and are determined by collisions with other mole-

cules and walls. The addition of CO 2 allows excited N 2 molecules to

relax via vibration-vibration exchange with 000n3 levels of CO 2. The

process with the largest cross section is

(5-36)

N 2 (v : i) + CO 2 (0000) --- N 2 ( w : 0) + CO 2 (0001) - 18 cm -1

For N 2 molecules in higher energy vibrational states

(5-37)

N 2 ( v = v') + CO 2 (0000)----N 2 (v = v' -1) + CO 2 (0001) +AE

-1)Because of the large energy difference (-950 cm between the

lower laser level i000 in CO 2 and the v =l vibrational level in N2, the

cross-section for excitation of ground state CO 2 molecules to the lower

laser level through collisions with N 2 (v=I) is much smaller than that

for the reaction described in equation 5-36. In addition, the excitation

of CO 2 (0000) molecules to the i000 energy level involves a reaction in

which both transitions; i.e., N2(w=l)-- N2(v:0) and CO 2 (0000) --

CO 2 (1000), are optically forbidden. It has been shown(53) that, for

reactions involving collisions of the second kind, the cross-section for

a reaction involving two optically forbidden transitions is smaller than

that involving one forbidden transition for the same energy level

discrepancy.

CO2-N2-He. A significant increase in power over that produced

by CO 2 and CO2-N 2 lasers is achieved by the addition of relatively

large amounts of He to either discharge. At this time the role of the

He has not been clearly defined although it has been determined
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experimentally that the He affects the excitation of the upper laser
level as well as the relaxation of the lower laser level. The former

effect may result from the creation of plasma conditions (e.g., electron

temperature) which favor excitation of the 0001 level in CO2. In

addition there is the possibility of a three-body collision involving the

transfer of energy from metastable He(23Sl ) atoms to N2 molecules (40),
viz

He (23S1) + 2 N2 --_ He + 4N + _E

where&E < 0. 1 eV. The aton_ic nitrogen, thus produced, recombines

to form vibrationally excited nitrogen in high vibrational levels which

excite CO 2 molecules to the 0001 vibrational level by the processes

described in Equations 5-36 and 5-37.

The addition of He has little effect on the decay of the upper laser

level 0001. However, the rate for vibration-translation relaxation of

CO 2 via the bending mode is dependent on the reduced mass of the

colliding particles and is thus greater for CO2-He collisions than for

those involving two CO 2 molecules. The former collision process is

one to two orders of magnitude more efficient for relaxation (54). Thus

it appears that improved laser performance due to the addition of He

may be due in part to an increased relaxation rate of the terminal laser

level.

An entirely different role may be played by the He in that it is

able to reduce the gas temperature because of its high thermal conduc-

tivity. A low gas temperature leads to a reduction in thermal excitation

of the lower laser level, which may be appreciable since the energy is

only 0.17 eV, as well as an increase in the gain coefficient for the

laser transitions. (These effects are described more fully in

Section 1) - e).

Other Gas Additives. The addition of other gases (air, CO, H 2,

water vapor, etc.) influences the output from the CO 2 laser in varying

degrees; however, none is as effective as He. In the case of H 2 and
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water vapor it is felt that the primary effect is to enhance the relaxation

rate of the terminal laser level by collisions. Air is thought to combine

the roles of N 2 and water vapor. CO, which has a long relaxation time,

may selectively excite CO 2 by vibration-vibration exchange with

asymmetric stretching mode w3.

Effect of Gas Temperature. The lower level i000 of the laser

transition lies sufficiently close to the ground state (-0. 17eV) that a

significant fraction of the CO 2 molecules may be thermally excited to

that state if the gas temperature becomes too high. This effect may

be quite appreciable in large diameter tubes. Under the assumption

that laser action will cease when 10 percent of the ground state

molecules are thermally excited to the lower laser level, the cut-off

temperature is 662°C. With a power input of 0. 1 W/cm 3 and in the

absence of any cooling, this temperature can be reached and laser

action cease in times of the order of 0. 1 second. Under steady-state

conditions in which cooling is provided at the discharge tube walls,

thermal excitation of the lower laser level will prevent oscillation

along the laser axis for diameters greater than approximately 5 inches.

With the assumptions that the laser transition is predominantly

Doppler-broadened and that the rotational level populations are described

by a Boltzmann distribution at a temperature Trotational = Ttranslational,

it can be shown (31, 41) that the gain coefficient of the laser transitions

is inversely proportional to the molecular temperature, i.e.,

3/2

go _ (Ttrans lational)- (5-39)

The validity of the latter assumption is supported by the fact that rota-

tional thermalization times are of the order of microseconds while in

CO 2 the vibrational and radiative lifetimes are of the order of milli-

seconds and seconds, respectively. In addition, increased laser gain

and output power have been observed experimentally by cooling the walls

of the discharge tube.
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Frequency Spectrum

Vibrational-Rotational Transitions. The transitions of the P and R

branches of the 0001 - 1000 vibrational band of CO 2 on which cw laser

oscillation has been observed are listed in Table 5-7. All the lines do

not oscillate simultaneously but are obtained by placing a dispersive

element, such as a prism (47) or grating (45), in the optical cavity. In

the absence of such a wavelength selective resonator, several of the

strongest P-branch transitions will oscillate at the same time.

Single Wavelength Operation. As indicated above, the gain of the

laser is sufficiently high that several rotational transitions may oscillate

simultaneously. For single wave-length operation, wavelength selective

cavities utilizing prisms or gratings will be required. Because of the

rapid rotational thermalization (r-- 10 -6 sec), molecules in the other

rotational levels of the 0001 level may cross-relax into the upper laser

level of the rotational vibrational transition which is selected by the

resonator configuration. Similarly, molecules in the lower laser level

may cross-relax into other rotational levels of the 1000 level.

Consequently, the output power obtained under single wavelength

operation may be close to the total power produced when several tran-

sitions oscillate simultaneously.

Single Mode Operation. The narrow Doppler width of the laser

transition (50-75mc/s) allows operation in a single axial mode with

resonators 2 to 3 meters long. Single transverse mode operation in

low power lasers (_<I0W) may be achieved by proper resonator design.

However in very high power CO 2 lasers, transverse mode control

may be complicated by the presence of self focusing and the production

of a filamentary structure in the laser output (55).
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Table 5-7. Continuous wave laser oscillation wavelengths
in the 00°i to 10°0 band of CO

2

Transition

P
2

P
4

P6

P8

PI0

P12

P
14

P16

p *
18

P
2O

p *
22

p *
24

P
26

P
28

P 30

P
32

P
34

P
36

P
38

P
40

P
42

P
44

P
46

P
48

P50

P
52

P
54

P56

Measured

Frequency
(cm -I)

959.43

957.76

956. 16

954.52

952.88

951. 16

949.44

947.73

945.94

944. 15

942. 37

94O. 51

938.66

936.77

934.88

932.92

930.97

928.94

926.96

924.90

922.85

920.77

918.65

916.51

914.41

912.16

909.92

907.73

Transition

R 2

R 4

R 6

R 8

R10

R 12

R 14

R16

R
18

R _1"
2O

R _:"
22

R ":"
24

R26

R
28

R
3O

R
32

R
34

R36

R
38

R40

R42

R44

R46

R48

R50

R52

R54

Measured

Frequency
(cm -1 )

963. 33

964.74

966. 18

967.73

969.09

970.50

971.91

97 3.24

974.61

975.90

977. 18

978.47

979.67

98O. 87

982.08

983. 19

984. 35

985.42

986.49

987.56

988.63

989. 61

990.54

991.47

992.46

993.34

994.18

":"Strongest transitions in the group
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Scaling Laws

Variation of Output Power. The variation of output power per

unit volume and per unit length as a function of discharge tube diameter

is shown in Figure 5-38. The data points which are shown represent

actual reported performance of laser oscillators as achieved by

Hughes, Raytheon, Perkin-Elmer, Bell Telephone Laboratories, and

C.G.E. in France. The shaded areas represent an estimate of the

uncertainty implied with the dark curve through the center representing

a best estimate for use in establishing design criteria. Because of the

scatter of data points in the 6 to 9 cm range, extrapolation of the power

per unit length parameter is difficult. The power per unit volume

estimates are more consistent and may indicate the existence of some

asymptotic value.

Variation of Input Power. In Figure 5-39, the axial electric field

along the discharge tube for optimum laser performance is plotted as a

function of tube diameter. As expected, it decreases rapidly with

diameter until the loss of ions to the walls becomes negligible. It is

apparent that the field is approaching an asymptote of approximately

30 volts/cm. In Figure 5-40, the optimum discharge current is plotted

as a function of tube diameter. Although difficult to prove conclusively

from the data it is expected that this current is increasing with a

dependence very close to (diameter) 2. These conditions lead to an

asymptotic value for input power of approximately 0. 1 watt per cm 3 as

the diameter is increased beyond i0 cm. Since high efficiency opera-

tion (i.e., approximately 18 percent) has been claimed for diameter

of 6 centimeters it is reasonable to assume that an output power of

l0 to 20 milliwatts per cm 3 is a possibility. This is consistent with

the graphic extrapolation shown in Figure 5-38.

Modes of Operation

CW. As illustrated in Figures 5-39 and 5-40, the CO2-N2-He

laser is a relatively low current, high voltage discharge. These
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features, plus the fact that heated oxide coated cathodes are extremely

susceptible to poisoning by this type of discharge, suggest the use of
cold cathode discharges. Both dc and ac excitation can be used.
Although the latter method produces slightly higher power (47), it has

several disadvantages. The light output is amplitude modulated at
twice the ac excitation frequency, and, because the discharge is self-

striking, the current, and hence the output, exhibits random
fluctuations.

By using rf excitation, the electrodes can be removed from the

discharge altogether. With small diameter discharge tubes (<2.5 cm),

rf excited lasers have exhibited essentially the same output power,

efficiency and pressure dependence as comparable dc excited tubes.

However, the latter have two distinct advantages: (1) no rf interference

in auxiliary equipment, and (2) higher power dc supplies are easier to

build and operate. No data are presently available regarding rf excita-

tion of large diameter (>5 cm) lasers.

Pulsed. High peak power can be obtained by exciting the

CO2-N2-He laser with dc pulses (e.g., peak power of 825 w from a

laser producing 17 w cw, current pulse 100 FLsec, light pulse

150 _sec(47_)." No delay is observed between the current pulse and the

light output.

-2
Q-Switched. Because of the long lifetime (_2x10 sec) and

-1
small spontaneous emission transition probability (N0. 34 sec ) of the

upper laser level 0001, the CO2-N2-He laser may be Q-switched (56).

Lasers whose cw output is a few watts will produce giant pulses of the

order of 10 kw with a pulse length of approximately 100 nsec when

operated in the Q-switched mode. The maximum switching speed is

determined by the rate at which the upper laser level is excited and is

in the neighborhood of several kc/s.

State-of-the-Art in CO 2 Lasers. Since the first report of laser action

in CO 2 in April 1964, CO 2 laser technology has developed at a much

faster rate than that of any other laser device. In approximately two
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Active

Mate rial

I. He-Ne

2. He-Ne

3. He-Ne

4. Xe

5. Ar +

6.

7.

8.

9.

10.

11.

12.

13.

14.

Ar +

Ar +

CO 2

Cr+3

Nd+3 (CaWO4)

Nd+++(YAG)

Nd+++(YAG)

Dy+2(CaF2)

GaAs

Wavelength

(.)

0.6118

0.6328
1.084

1.152

O_put
Power

5row

50 n,W
5row

20 mW

Dimensions

of Active

Material

6mmx 1.8m

0.6328

0.6328

3.5

9.0

O. 4579(0.05)

0.4765(0. I)
O. 4880(0.25)

O. 4965 (0. l)
o.51o7 (o. 1)
O. 5145 (0.4)

(as in 5)

O. 4880

1o. 57 (o.75)
10.59 (0.25)

10.59

0.6943

1.06

1.06

1.06

2.36

O. 84

900mW

O0 rr_W

0.1 mW

0. Stow

10W

16w

lW

16W

135 w

70 mW

1W

1.5W

0.5W

0.75W

12W

lOmmx 5.5m

5mmxl.2m

2.6 mmxSO cm

6 mm x 60 cm

4mmxZ. 6m

3 mmx 45 cm

25mmxZ. 0m

Z mm x 2.54 cm

3mmx3.5 cm

Z. 5 mm x 3.0 cm

4.8 mmx 2.54 cm

0.5minx0.4 cm

(diode
dimensions)

Comments

Single mode,

commercially
available

research

devices

research

device

research

devices,
0. I -0.2%

efficiency

airborne devel-

opment device

4.0% efficiency,

single mode for
each line

15% efficiency

water cooled

methyl atcohol

cooling

(approximately

300OK)

water cooled,

commercially

available,

portable

liquid Neon

(27°K) bath

liquid He
(4OK) bath,

23% efficiency

Refer-

ences

57

58

59

6O

61

62

63

64

65

66

67

69

68

Table 5-9. CW laser oscillators.

5-92



years the output power has been increased from milliwatts to hundreds

of watts, the latter obtained at efficiencies of l0 to 20 percent.

Table 5-8 lists the characteristics of the more recently developed

CO2-N2-He lasers. The figures of merit used are those defined in
section 5. 3.6.

5. 3. 6 Available Optical Source Performance

This section provides an initial survey of lasers for space

communications and tracking. The list presented here is far from

complete but does exhibit those lasers which have outstanding perform-

ance with respect to those parameters of systems relevance.

Laser oscillators have been classified according to their mode

of operation as cw, pulsed - high energy, pulsed - high power, pulsed -

high rep rate. Correspondingly, the following operating characteristics

will be of interest: average power, pulse energy, peak pulse power,

pulse repetition frequency. Information on other aspects of laser

oscillators will also be required: namely, wavelength, frequency

stability, beam divergence/lateral coherence, noise, efficiency, tem-

perature, size and weight.

Cw Laser Oscillators. The first type of laser oscillator to be discussed

is the cw laser oscillator. The output signal is a highly monochromatic

beam of light with nearly constant output power.

The active materials which are used in cw laser oscillators

include gases, solids and semiconductors. While laser action has been

demonstrated in materials other than those listed in Table 5-9, only

the most commonly used or most promising materials are included

here.

The wavelengths available for operation comprise a set of discrete

spectral lines associated with the various active materials. Generally

more than one line is excited in a given laser; however, techniques

exist for suppressing oscillation on all but the desired lines. Laser

frequency tuning may also be accomplished, but only over a very

limited range (usually less than one part in 104).
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The output powers of existing cw laser oscillators vary from a

few milliwatts for single mode operation to hundreds of watts for

multifrequency operation in gas lasers. Very recently 40 watts cwhas

been realized in a Nd:YAG laser pumped by an experimental 20 kw argon

lamp. The most important factor limiting the output power is the very

low energy conversion efficiency of most cw lasers. It usually ranges
from 0. 01 percent to 1. 0 percent; however, a few exceptions are the

CO 2 molecular laser (15 percent) and the GaAs injection laser (approxi-
mately 25 percent at cryogenic temperatures). Scattering losses in the
laser material and in the cavity mirrors must be overcome in order to

obtain high power output in practical devices. In addition, cryogenic

temperatures are needed in present injection lasers for efficient

operation.
The spectral bandwidth of the laser output, which is an indication

of the frequency stability, may range from a few cycles per second to

several tens of gigacycles per second. Thermal fluctuations and

mechanical vibrations are chiefly responsible for line broadening in

single mode operation. For multimode operation,the spectral width

of the output is closely related to the fluorescence linewidth of the
atomic transition. Gas lasers exhibit the most monochromatic output

since their fluorescence linewidths are typically one to two orders of

magnitude less than for solids or semiconductors.

The spectra[ characteristics of laser oscillators depend primarily

upon the material used. As mentioned previously, gas lasers display a
more narrow fluorescence linewidth than solid or semiconductor lasers.

The linewidths of these latter oscillators vary from between 0.001A for

ruby at cryogenic temperatures to several hundred A for Nd:glass. It

should be pointed out that the linewidth of ruby oscillators depends

heavily on the operating temperature.
The beam divergence for axial mode operation is given in the dif-

fraction limit by k /D, where k is the operating wavelength and D is the

diameter of the beam at the output aperture. For most laser oscillators,

the output beam diameter is of the order of a few millimeters, so beam
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divergences of the order of 0. l milliradians can be obtained for visible

light. (The semiconductor laser oscillator is somewhat unique since

the active region has dimensions of the order of a few microns. The

resulting beam divergence, even in the diffraction limit, is of the

order of a few degrees.) For maximum output power, however, non-

axial modes are excited in the oscillator and the beam divergence

increases to as much as 10 milliradians.

The beam divergence of the output from a laser oscillator can be

made smaller by passing the beam through an optical system. The

price one must pay for smaller beam divergence is a larger beam

diameter and a small loss in signal strength due to reflection and

absorption in the lens system.

The noise in laser oscillators can be of three types: l) spontan-

eous emission noise, 2) gain fluctuations, and 3) mode-interference

noise. Except for operation near threshold, spontaneous emission

noise can be neglected. Gain fluctuations due to pump power modulation

can generally be reduced to an insignificant [eve[ by careful design of

the pump source and associated power supplies. Mode-interference

noise is not so easily taken care of. It does not occur in lasers oper-

ating in a single mode; however, if two or more modes are excited,

then beat frequencies between the various modes will be produced.

These may range from several kilocycles per second to hundreds of

megacycles per second. Schemes for phase locking the various modes

by means of an intracavity modulator are currently under development

and promise to make it possible to obtain high power output With little

or no mode-interference noise.

Laser operation is frequently compromised by thermal problems.

One of these is associated with the low energy conversion efficiency

which leads to excessive heating of the laser components. Another

problem is the reduction of optical quality of the laser material due to

thermally-induced distortion, or stress birefringence. The effect of

a non-linear temperature distribution across the laser rod, such as that

which arises during the pump cycle, is to cause depolarization of the
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laser output. This depolarization is not constant but displays a radial

dependence. As a result, the output from the laser has a seemingly

random polarization and, if one requires a polarized signal, the beam

must be repolarized, introducing a loss in signal energy.

Pulsed Laser Oscillators

Pulsed Laser Oscillators - High Energy. High energy pulsed

laser oscillators produce a short burst of intense monochromatic radi-

ation in a narrow output beam. These lasers operate in a quasi-cw

conversion mode - converting incoherent flashtube illumination into

laser radiation. Pulse length is limited only by thermal considerations.

The pulse may be smooth, as in the case of the super-fluorescent radi-

ator, or it may consist of a series of closely spaced, random or regular

spikes. Pulse repetition frequencies are very low (about one per

minute for energies measured in tens of joules) due to the time required

for cooling of the laser components.

Data for some high energy laser oscillators are given in

Table 5-I0. Indicative of the energy available, an off the shelf pulsed

ruby oscillator with a guaranteed energy of 140 joules is available.

These materials are used because of their relatively high ruggedness

and conversion efficiency when used to convert flashtube pumping radi-

ation to laser emission. Large size rods of good optical quality are

available to match large pumping flashtubes.

Wavelength Pulse Energy Pulse
Material (_) (J) Duration Rod Sise

S0

140

Comment-

O. S n_ec |Z nun x IS c commerciaJIym"l Ava'ileble;

mj 7 mr beamO. S msec IZ 15 c divergence

"Pulse repetition frequencies arc typically one pulse per minute.

Refer-

enceo

7O

71

_c

Table 5-I0. Typical high energy laser oscillators.
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Pulse durations of a few milliseconds are usual. Peak powers

may be several hundreds of kilowatts.

The energy conversion efficiency is about I. 0 percent for ruby

and as high as 6. 0 percent for glass. Spectral linewidths vary. For

multimode glass it could be as high as 100k - much less for ruby.

The beam divergence of high energy laser oscillators is typically

of the order of 100 milliradians.

Pulsed Laser Oscillators - High Peak Power. High peak powers

are obtained by using the "Q-switched" mode of operation. This is an

energy storage mode rather than a conversion mode. The energy is

stored in the laser rod and released impulsively. The output is a

smooth, very short pulse of monochromatic radiation which is contained

in a very small solid angle.

The operating characteristics of a few of these devices are

summarized in Table 5-I i.

Peak powers as high as 700 megawatts from a single ruby

oscillator have been achieved. The pulse duration is usually of the

order of a few nanoseconds with pulse energies of a few joules being

quite typical.

Material

1. Ruby

Z. Ruby

3. Ruby

4. Ruby

5. Nd:glaes

6. Nd:glass

Wavelength
(microns)

0. 6943

0. 6943

0. 6943

0. 6943

I. 06

1.06

Peak Power

(me gawatts )

5O

80

5OO

700

30

100

Pulse

Energy

(Joules)

1.0

Z. 8

4.0

Rod

Size

lOmmx 7.6 cm

-- 13minx 15.2 cm

1.5 6 rnm x 46 cm

C olrLrne nts

CorrLn_er cially avail-

able, beam divergence
:Tmr

beam divergence
= O. Zmr

Corcane r cially avail-
able; beam divergence
ffi 7mr

U. Of MOSCOW

Refer-

ence

72

73

7O

74

75

74

*Pulse repetition frequencies are typically one pulse per minute.

Table 5-11. High peak power laser oscillators.
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The energy conversion efficiency of this type of operation is

lower than in the high energy mode - typically about 0. l percent.
Spectral linewidths can vary from 0. 001A for single mode operation in

ruby to 100A for multimode operation in Nd:glass. Correspondingly,

the beam divergence for single mode operation can be as small as

approximately 0.2 milliradians and for multimode operation may be as

large as approximately 10 milliradians.
At the present time, these devices can operate at a pulse

repetition frequency of about one pulse every few seconds. Cooling of
the laser components is the major problem to be overcome in achieving

higher repetition frequencies.

Pulsed Laser Oscillators - High Pulse Repetition Frequency

(PRF). Pulsed laser oscillators with a PRF of 100 pps or higher have

been considered for discussion in this section. Table 5-12 contains

information on a number of these devices. Pulse repetition frequencies

as high as 12 kcps have been achieved in a He-Ne laser and 5 kcps in

Nd'YAG. Peak powers vary from a few watts at very high rep rates to

several megawatts with Q-switched operation at lower rep rates.

Material

He-Ne

Ar +

Wavelength

(Microns)

I. 118

several

line s

0.4579-
0.5145

Nd:YAG

Nd:YAG*

Nd:CaWO 4

GLAs

G_As

1.06

1.06

I. 06

0.84

0.90

Peak

Power

300 w

50 w

250 w

2 kw

(3 mw

2w

4w

_u_se

Energy

O. 25 mj

O. 05 mj

O. 05 mj

0. Zmj

140 mj

2 ,j

o.z_j

Repetition

Rate

2.6 kcps

200 cps

100 cps

5 kcps

I00 cps

I0 kcps

I kcps

Comments

ave. power 0.6 w

ave. power =0.1 w

cw pump, output

power not optimized

ave. power 14 w

77"K, 7A. efficiency = 1%

300"K, 14 A0 efficiency

= o. 04%

*Goal of a present effort at HAC according to private corrtrnunication from E. J. Woodbury.

Refer -

ence

76

77

78

7 I)

81

Table 5-12. High repetition frequency laser oscillators.
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Pulse energies are quite small, usually of the order of a

millijoule, with the result that the average power ranges from a few

milliwatts to a maximum of about 15 watts.

When the repetition rate is comparable to build up time the

efficiency of a high prf system can be severely degraded if repetition

is secured by modulating the pump. Conversely if the prf is comparable

to relaxation time, no loss in efficiency is obtained by using cw pumping

and modulating the regeneration cavity, either by Q modulation or other

intracavity modulation techniques.

Solar Pumped Lasers. Some investigators have succeeded in pumping

lasers directly with sunlight. This would eliminate some of the power

supply problem in regions where the ambient solar flux was high enough,

i.e., Mercury to Mars missions. The only significant problem would

be the necessity of continuously pointing the solar energy collector at

the sun and folding the laser output path so as to continuously point to

earth.

G.R. Simpson of American Optical Company has discussed (82) a

solar pumped Nd20 3 - doped barium crown glass. He obtained continu-

ous oscillation at 1.06 _. The laser rod was 30 mm long by l mm

diameter. The solar energy collector was a 61-cm diameter, f/1.5

parabolic mirror. The arrangement is shown in Figure 5-41.

P.H. Keck, et al of Texas Instruments Inc., have described (83}

a proposed optical condenser to effectively concentrate sunlight from

a parabolic collector onto a laser rod. This is shown in Figure 5-42.

A solid cone-sphere condenser of Sr Ti 0 3 was tested using a xenon arc

lamp source. A 12 mm long by l to 2 mm diameter laser rod of neo-

dymium-doped calcium tungstate was pu_.ped continuously. The

arrangement is shown in Figure 5-43.

Hughes Aircraft Company has done developmental work on light-

weight solar concentrators (84) which may have possible application to

direct solar pumping of lasers.
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Figure 5-41. Schematic illustration of pumping and

detection scheme for sun-pumped laser.

Figure 5-42. A cone-sphere condenser.

COMPACT
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/-_ / LASERCO.DE'SER
FILTERS

Figure 5-43. Experimental optical setup for

pumping laser rod and detecting

la se r output.
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Laser Amplifiers. A more elaborate laser transmitter may employ

o_,e or more laser amplifiers to increase the output power and energy.

Another use of laser amplifiers is to amplify single mode oscillators

and thus have high spectral radiance.

Laser amplifiers may be operated on a cw-pump or pulse basis.

The operating characteristics of interest are:

i. small signal power gain

2. saturation power

3. small signal energy gain

4. saturation energy

5. bandwidth

6. operating wavelength

7. distortion

8. noise

9. efficiency

Cw Laser Amplifiers. At the present time, only gas lasers are

used as cw laser amplifiers, because cw amplifiers are generally low

power devices and only gas devices have found application in the low

power cw regime.

The small signal power gain of a gas laser can be quite high (as

much as 70 db/m for xenon); however, the saturation power density at

2
the output aperture is usually of the order of a few milliwatts per cm

so high power operation is not generally practical.

The 3 db bandwidth of a laser amplifier is related to the amplifier

gain and the fluorescent linewidth of the laser transition by (for large

gain)

(3 db bandwidth) __ (fluor. linewidth) / V_ nG •

Fluorescent linewidths vary from 100 mc/s to 5,000 mc/s for gas

lasers. Thus, for a gain of 20 db, the 3 db bandwidth of the laser ampli-

fier will be narrowed by a factor of approximately two.
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The relatively narrow passband of a laser amplifier requires

that the operating wavelength of the amplifier and oscillator be closely

matched. The usual way to accomplish this is to use the same laser

material for both oscillator and amplifier. Even in this case, however,

a temperature differential may be sufficient to put the oscillator fre-

quency outside the passband of the amplifier. The oscillator-amplifier

frequency matching problenl can be alleviated somewhat by the use of

laser frequency tuning techniques. These allow one to change the fre-
quency by small amounts, generally by less than one part in 104. Non-

linear devices may also be used to achieve frequency diversification;
but have not been treated in this report. The distortion or spreading

of the laser beam in passing through an amplifier depends on the optical

homogeneity of the laser amplifier medium. For gas laser amplifiers

this is not a problem. A diffraction limited input beam yields a diffrac-

tion limited output beam.

Amplifier noise is due to spontaneous emission. It increases

with the gain of the amplifier according to the relation

P = hv af(G-1)
s

where hv is the photo energy, _f is the passband of the amplifier, and

G is the gain. At 10 db gain, gas laser amplifiers produce noise powers
-10 -8

ranging typically from 10 to I0 watts.

Pulsed Laser Amplifiers. For pulsed laser amplifiers the input

pulse power is always sufficient to cause power gain saturation. For

very short pulses, only the leading edge of the input pulse sees the gain

of the fully pumped amplifier. Subsequent portions of the input pulse

see a smaller gain due to depopulation by the leading edge of the pulse.

The result of this saturation phenomena is a "pulse-shaping" or distor-

tion of the input pulse envelope. Small signal power gains of 30 db in

a 15-cm ruby rod have been achieved. Due to the finite rise time of the

input pulse generated by a laser oscillator, the peak power gain is more

like 10to 15 db for the same rod.
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Since power gain varies over the duration of the pulse, it is

sometimes convenient to define an energy gain as (output pulse energy)/
(input pulse energy).

Small signal energy gains of 20 db in a 15-cm ruby rod have been

achieved. Saturation occurs when the input pulse energy density
(joules/cm 2) is sufficient to completely depopulate portions of the

amplifier rod. For ruby and Nd:glass this occurs at approximately
7 joules/cm2; for Nd:YAG at 0.06 j/cm 2. Solid state materials are

used for high power or high energy laser amplifiers due to their energy

storage capability. Ruby and Nd:glass can store typically from l to

5 joules per cc. Consequently, the available wavelengths are 0.6943
microns in (ruby) and I. 06 microns in (Nd+++). Pulsed solid state

laser amplifiers have larger passbands than cw gas laser amplifiers;
the passband for ruby is about I A and for Nd:glass, it is several tens

of 7_.

Distortion in pulsed amplifiers in the form of increased beam

divergency may exist due to transient thermal gradients in the ampli-

fier material. However, operation of ruby amplifiers with no spread-

ing of the input beam in passing through the amplifier has been

demonstrated.

Two factors tend to limit oscillator-amplifier performance.

These are damage thresholds for power density and for energy density.

If the power density in a dielectric becomes too high, the resultant

electric field can cause dielectric breakdown of the material. If the

energy density in a pulse, whose duration is short compared to some

thermal relaxation time, becomes large, energy will be absorbed by

the material faster than it can be carried away and the material will

melt. This seems to be the most important factor limiting the per-

formance of high energy glass laser amplifiers. The efficiency of ruby

and Nd:glass laser amplifiers approximates the values obtained in high

energy quasi-cw conversion mode oscillators.
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5. 3.7 Power/Burden Relationships

Establishment of Measure of Merit. In making a relative comparison

of transmitter sources at various wavelengths, it is best to consider

first a general figure of merit which ignores many of the practical

limitations. In this way, the considerations are not arbitrarily bounded

or complicated too early in an evaluation. Also, as the practical limi-

tations are included, their effects can be evaluated individually. In

this way, areas where substantial research or development may be

beneficial can be more readily identified.

In considering gas laser sources, an appropriate figure of merit

is

2

M L - Tl P2
Lk

where L is the length of the laser. This is useful since most lasers

are rated in power per unit length. An appropriate weight per unit

length must then be determined in order to make direct comparisons

with microwave sources.

For ground based transmitters, it is believed that only the

maximum power available at a given wavelength and the antenna gain

are significant. Accordingly, the figure of merit for ground based

sources is simply

MG = Pmax/k 2

These figures of merit will be discussed in more detail and refined as

the description of various laser and microwave sources progresses in

subsequent editions of this report.
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The following genera[ assumptions have been made in choosing

to Compare lasers on the basis of P/k 2 for ground based transmitters

and _]21m/Lk2 for spacecraft transmitters:

i.

2.

No atmosphere attenuation at the laser wavelengths.

No prime power [imitations for ground transmitter. Penalty

of N2 for the spacecraft transmitter.

3. No length penalty for ground transmitter; penalty of i/Z for

spacecraft.

4. No [imitation due to mirror damage on ground transmitter.

5. No pointing accuracy limitations on either transmitter.

6. No optics limits.

7. No cost [imitations.

8. Spectra[ output suitable for the communications job required.

Gas Laser Sources Evaluation. Table 5-13 and Figures 5-44 and 5-45

summarize the characteristics of the six best gas laser sources

reported to date using the above figures of merit. Hundreds of other

wavelengths are available, but these six have been selected as the best

and most representative of each type (ion, molecular, and neutral gas).

The reported output power, length and input power are given for the

2 2
lasers selected. From these, the parameters P/k 2 and _] P/Lk are

computed. For comparison with microwave devices, where the param-

eter 2 P/Wk2 has been used, we may assume a value of W/L of about

20 Ibs/meter for He-Ne, CO 2 and He-Xe lasers and about 50 Ibs/meter

for ArII. The exact W/L will depend on L and the stability require-

ments for the particular application• However, these are reasonably

realistic numbers for the sake of comparison. The heavier value for

TT v_Ar_ reflects the additional requirement _,_a magnetic field

( "_ I, 000 gauss).

Note s

i • This is a Hughes airborne quartz laser with a 46 cm bore

length, ~ l meter overall package length. It requires a

magnetic field of ~i, 000 gauss, which would imply a heavy

structure and possibly more power.
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q

k Ma nu -

Gas (t_ ) factur e

Ar II 0.5 HRL

Ar II 0.5 RAY

He-Ne 0.63 BTL

He=Ne 0.63 S=P

He-Ne I. 15 S-P

He-Ne 3. 39 HRL

He-Xe 3.51 TRG

CO 2 I 0.6 HRL

10.6 BTL

10.6 BTL

10.6 BTL

Table 5-13.

P out L P in P/k2 '_2P/L k2

(W) (M) (W) U (W/M 2)
(W/M 3)

4.0 0.46 4,000 i x 10 -3 1.6 x 1013 3.5 x 107

8.0 1.6 20,000 4x I0 -4 3.2 x i013 3.2 x i06

1.0 5 500 2x i0 "3 2.5x i012 z.o×lo _'

0. I 1.7 -200 5x i0 -4 a. SxlO II 3. 7x104

0.03 1.7 -200 1.5x10 "4 2.3 xlOlO 3.0x 102

0.01 1.7 80 1.8 X 10 "4 8.7 x 108 1.7 x lO I

0.08 2.0 -200 4x i0 "4 ',.Sx 1o9 5.2 x 102

I0 2.0 150 6.7x I0 -2 8.9x IoI° z.°x 1°8

12 2.0 - 3xlO "Z l.lxl0 II 4 .8x 107

130 4.0 -1, 000 --1.3X10 -1 1.2X1012 4"q x 109

0.1 0.5 30 3.3x10 -3 8.9 x108 1'9x ]°4

Figure of merit for several gas lasers.

Note

1

2

3

4

5

6

7

8

9

I0

II

2. This laser was reported by Raytheon in Electronic News;

It is a quartz tube. 18 watts was claimed, provided the beam

in the cavity was chopped to prevent damage to the mirrors.

Figures were never officially published.

3. This is Bell Labs best effort in red lasers. It has never

been reproduced elsewhere and requires "Bell Labs

Mirrors." It is doubtfu[that anyone will ever attempt to

build a more powerful 6328A laser.

4. This is a commercially available Spectra-Physics model 125.

50 mw is guaranteed, but selected tubes produce I00 mw.

This is roughly the best achievable at 6328A in a laser this

size.

5. This is the Spectra-Physics model 125. With more work it

may be possible to double the power in a tube this size, but

drastic improvements are quite unlikely at this wavelength.
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He-Ne

(I. 15_)

CO 2

(I0.6_u)_

r i

Ar II J [ 1(0.5_)

r/2p

-- 1013 WATTS/M 3

--1012

1011

1010

- 109

108

• 107

- 106

- 105

-- 104

-- 103

-- 102

--101

He-Xe

(3.5_u)

He-Ne

(3.39/1)

Figure 5-44. Comparison of

lasers for space-

craft transmitter.

CO 2

(10.6/i)

P

_2

Arll !

He-Ne(0.63 _)

He-Ne

(1.15_)

He -Xe

(3.5#)

He-Ne

(3.39_)

- 1015 WATTS/M 2

- 1014

-- 1013

1012

1011

--1010

109

-108

- 107

- 106

Figure 5-45. Comparison of

lasers for ground
based transmitter.

6. This is an HRL Lab-type tube. With more work the output

may be doubled, but more than this is doubtful in a tube this

size.

7. This is a TRG Laboratory type tube and represents approxi-

mately two years of effort in developing a high power Xe

laser. It is probably close to the ultimate for a tube this

size.

8. This is an HRL Laboratory type tube using flowing CO2-N 2

mirrors were not optimized; more output power can be
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expected from this same tube (~20 watts). Seven watts were
obtained with the tube sealed off.

9. This is the best published BTL work (C.K.N. PATEL, Appl.

Phys. Lett., 1 July 1965). A flowing gas system was used

with a mixture of CO 2, N 2, 0 2 , HzO.

10. This is unpublished BTL result with a tube 4 inches in

diameter and 12 feet long. Helium was used. It is hard to

estimate how much will eventually be obtained from this tube

but an intensive effort has been underway for several months.

(C.K.N. Patel).

11. This is a small, non flow tube, with external mirrors;

suitable for spacecraft. This work is due to T.J. Bridges

(unpublished) and is rather preliminary. A recent account

of similar tubes appears in the 1 November 1965 Appl. Phys.

Letters.

In comparing the various lasers listed in Table 5-13, the suita-

bility of the output signal for the communications task at hand must be

kept in mind. All of the lasers listed can be made to operate in the

lowest order spatial mode (TEMoo) alone with more or less difficulty.

The task is easier at the shorter wavelengths where the laser output is

visible and the characteristic beam size is smaLL (proportional to the

square root of the product of wavelength and a cavity parameter related

to mirror radius). Mode selection at infrared wavelengths may be done

with an image-converter or by Listening to self-beats in a heterodyne

detector. Production of a single-frequency output is still quite difficult

because of the Longitudinal mode structure of the Long Fabry-Perot

cavities used. OnLy the 10.6M CO 2 and 3.5_ Xenon Lines are narrow

enough to produce reasonable output by keeping the Fabry-Perot reson-

ator short enough so that only one longitudinal mode osciLLator. This

is done to the narrow doppLer-broadened Line widths of these two transi-

tions (= 50 mc for 10.6_CO 2 and =120 ,pc for 3.5_ Xe). Even these

two transitions wiLL require further mode selection techniques if Longer,

higher power tubes are considered. Because of the broad doppler line

widths of the Ar and He-Ne lasers, single-frequency operation through
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the use of a sufficiently short Fabry-Perot resonator entails a drastic

loss in output power. Techniques involving 3 mirror resonators allow

the use of longer tubes at the expense of added complexity both mechani-

cal and electronic (servo-controlled mirror positioning), but still

sacrifice output power because the entire line is not used. The most

promising technique developed to date is that of intracavity mode

locking (ll) with a subsequent coherent recombination (85) or selective

output coupling (86) This technique has been demonstrated in the

laboratory, but practical power levels at a single frequency are yet to

be obtained. In any case the additional complexity will contribute to

the weight, length and inefficiency of the laser, although perhaps not

to a significant extent.
t

It appears that, at present, the best :'_combination for optical

space communications from Figure 5-44 and 5-45 would be a small,

efficient, light weight 10.6_ CO 2 laser in the spacecraft with coherent

detection (superheterodyne) on the ground, employing a cooled Hg:Ge

detector. The up-link would be best handled by a high-power multimode

argon laser on the ground, employing pulse amplitude or pulse polariza-

tion modulation, and a simple ruggedized photomultiplier video receiver

in the spacecraft. These conclusions are of course, subject to revision

as the state of the laser (and detector) art progresses.

5.4 NOMENCLATURE

The following list of nomenclature is used in section 5.0.

A

A 2

A 3

B

- junction area

- net total spontaneous emission coefficient for lower

laser level

- net total spontaneous emission coefficient for upper

laser level

magnetic field strength

Strictly from the transmitter viewpoint, of course.
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1

Bi3(v, • _
B;z(v,, v )

b 1 , b 2

C

C

D

E

f

G

go

I;i

I
o

J

L; _

L a, L b

O

MSB; MG; M A -

m, n, q

N 1

N 2

n

n 2

n 3

P

P
s

R
S

simulated emission rates

mirror radii

capacitance of depletion avalanche zones

speed of light

diameter

average Iongitudinal electric field

frequency

amplifier gain

gain coefficient (meter -1 )

current

bias current

current density

lengths

length of interferometer paths

length of depletion zone

figures of merit

mode numbers

number density in lower level

number density in upper level

index of refraction

volume densities of atoms in lower level

volume densities of atoms in upper level

p owe r

amplifier noise

bulk resistance of region outside depletion zone
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S

S
3db

T

Vcath

Vp

W

Z

z

_t

1-"

1-',

Af

Av

Ai.,t

Aw D

Aw N

Ag_

6

6L

6n

6p

6T

6v

11

- power circulating in cavity

- power level

- temperature

- Cathode fall

- Saturation velocity

- weight

- equivalent impedance of diode

- length of tube

- ionization coefficient

- derivative of _ with respect to electric field

- modulation index

- modulation index of external modulator

- passband of amplifier

- spontaneous emission linewidth; Fabry-Perot

transmission bandwidth (3 db)

- frequency difference between Af_ and wm

- Doppler linewidth (3 d_b)

- natural linewidth (3 db)

- frequency separation of modes

- phase retardation (radians)

- change in cavity length

- change in index of refraction

- change in pressure

- change in temperature

- change in optical frequency

- efficiency
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O

k

v

12
o

v 1 ,

v
m

P

4,

co a

v 2, v 3

- transient time through the depletion layer

- wavelength

- thermal coefficient of expansion

- optical frequency

- center frequency

particular optical frequencies

modulating frequency

doping density

difference in phase of two modulators

- avalanche frequency
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7.0 OPTICAL MODULATORS

In the present revision, being made approximately four months

after preparation of the first edition, emphasis is placed on the more

important advances in optical modulation technology which are cur-

rently in progress. A section on Elasto-Optic Modulation has been

added. This is of timely importance because of the urgent need to

develop techniques for modulating the high-power sources being made

available at 10.6 microns by the CO 2 laser. The subject of internal

modulation of laser oscillators has been separated from another part

of the text and considerably expanded. This technology, similarly to

that of acoustic (elasto-optic) modulation, is still in an early stage of

development. Its importance lies in its promise to effect great econo-

mies in size, weight, and driving power required as compared with

existing optical modulation devices which are external to the laser

oscillator.

The section on Electro-Optic Modulation has been revised in

several ways to improve and clarify the presentation. Data has been

included on lithium niobate (LiNbO3), which has recently become

available with sufficient size and optical quality to show interesting

promise at least for internal modulation. This crystal has good optical

transmission from about 4000A to beyond 4 microns. Available data

on lithium tantalate, another promising new crystal, also has been

added.

The possibility of placing some initial approximate values on the

modulator performance/burden relationships defined in Section 2 was

considered. In our judgment it is still premature to make meaningful

assessments of the weight, cost, or driving power required as a func-

tion of information bandwidth. These values will vary with the

particular optical source considered, and may not be continuously

variable as a function of information bandwidth. At 10.6 microns, a

wavelength of great current interest for space applications, there is

essentially no existing technology for wideband modulation of high-power
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optical beams. A speculative approach is to use acoustic techniques

applied internally to the laser oscillator. There is, however, no

valid basis at this time for making a prediction of the performance/

burden relationships which might result fro_1 developn_ent of this tech-

nique. The best hope that can be foreseen at this time is that such

values for selected laser system designs will be determined at a later

time during this project.

7.1 INTRODUCTION

Laser modulation is accomplished by passing the beam through

an optically transmissive medium in which one or more of the optical

transmission parameters is varied by the application of a modulating

field. The interaction of the laser beam and the modulating field in

the presence of an optically nonlinear medium makes it possible to

achieve a wide variety of types of optical modulation, including inten-

sity, frequency, phase, and polarization.

The advent of lasers has motivated extensive research and

development in optical modulation. Rather primitive devices presently

are available for obtaining all forms of modulation of visible lasers.

Most of these devices are based on the use of the electro-optic effect

in crystals. The best immediately available techniques for modulating

infrared lasers (beyond about 1.5 microns) involve the use of elasto-

optic, or acoustic effects. However recent advances in the technology

of growing single-domain ferro-electric crystals, some of which

exhibit a strong first-order electro-optic effect, promise a brighter

future for modulation well beyond 1.5 microns by electro-optic means.

A detailed assessment of the performance and burdens of exist-

ing visible and infrared optical modulators may be misleading to the

designer of future laser systems for space applications because the

relevant technology is in a constant state of flux and probably will con-

tinue to be for at least several years. The discovery and perfection of

nonlinear optical materials and the invention and perfection of modula-

tion interaction structures and devices will lead to continuing improvement

in performance and reduction of burdens.
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At present, electro-optic modulators for lasers which operate in

the wavelength range between about 0.4 and 1.5 microns can provide

information bandwidths larger than the maximum believed to be required

by space optical communication and tracking systems (i.e., i00 mc of

bandwidth). The burdens of weight and modulator driving power, how-

ever, leave much to be desired. The problems associated with handling
very high laser beam powers also have not yet been studied, and may

present some additional difficulties. However, advances both in the

synthesis of better electro-optic materials, and in the design of modu-

lator structures will provide optical modulators suitable for space

communications systems within the next few years. It is difficult to

predict the time schedule for the availability of new electro-optic

crystals. Notwithstanding such uncertainties, electro-optic materials

capable of operating in the infrared region out to l0 microns have a

good chance of becoming available.

In the meantime, it is necessary to intensify existing research

in acoustic and other means for modulating infrared lasers above

1.5 microns. Present acoustic materials and techniques have serious

limitations in achieving the larger information bandwidths that may be

required (i. e. , in extending present bandwidths of 1 to 5 mc, up to
100 mc).

Other physical processes which may be useful for optical modu-

lation, such as controllable photon absorption in solid-state materials,

and magneto-optics, either are not very promising, or are in too early

a state of research to accurately evaluate their potential usefulness.

These introductory remarks on optical modulation have been

addressed exclusively to the final modulation process of impressing

the information on the optical carrier, it should be pointed out that

there may be very good reasons for impressing the signal information
on a radio-frequency subcarrier, prior to performing the final optical

modulation. All of the conventional modulation techniques may be uti-

lized in the preliminary step. This will eliminate the necessity for

impressing video or very low-frequency modulation components on the
laser beam. The elimination of low-frequency components on the optical
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signal may provide important advantages both in the ease of design and

driving of optical modulators, and in achieving satisfactory trans-

mission through the earth's atmosphere. The latter factor is mentioned

even though it is not yet certain that it will be either feasible or desir-

able to include the earth's atmosphere in the optical part of a space-
earth link.

Finally, it should be pointed out that research and development

remain to be done before the technology will exist to provide optical

modulators with fully acceptable performance and burdens for space

communication and tracking systems. The programs now in progress,

if continued, may accomplish the desired results. This is in an area,
however, which needs additional direction and support in order to

assure that the results will be forthcoming on a suitable schedule.

7.2 ELECTRO-OPTIC MODULATION

7.2.1 Theory of Electro-Optic Modulation

Certain crystalline materials exhibit the property of induced

birefringence when subjected to an electric field. If such a crystal is

properly oriented between crossed polarizers in the path of a colli-

mated monochromatic beam of light, an applied electric field will

cause the incident plane-polarized beam to emerge elliptically polar-

ized in general, and some of this Tight will thus pass through the sec-

ond polarizer (analyzer). The axes of induced birefringence lie in a

plane transverse to the beam direction and are oriented at ±45 degrees

relative to the electric vector of the incident polarized light. It is

shown in the following paragraphs that the intensity I of the beam passed

by the analyzer, relative to the incident intensity Io, is given by

I -- I sin 2F . (7-i)
o 2

1_ is the relative optical phase retardation of the principal beam com-

ponents along the fast and slow axes of induced birefringence, and is

given explicitly by
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r _

2Trl

× (Ny- N x)

where

I

k

N
X

N
Y

- length of crystal traversed by beam

- optical wavelength

- refractive index of fast axis

- refractive index of slow axis.

Most currently available electro-optic crystals possess a first-

order (Pockels) effect in which the induced birefringence is linearly

proportional to the applied field. For this class

N -N : N 3rE
y x o m

where

N o - refractive index with zero applied field

r - appropriate Pockels coefficient

E ---applied electric field.
m

Thus

2_IN 3r E

F : o m . (7-2)
k

A derivation of (7-I) follows.

Consider a vertically polarized light beam which traverses an

electro-optic birefringent element followed by a horizontal polarizer

(analyzer). The principal axes of birefringence x, y are oriented at

45 degrees relative to the electric vector of the incident polarized

beam. At the front surface of the wave plate, the vertical and horizontal

components of the beam may be represented by

< : cos t, : 0.

The principal components in the x, y frame are

I _cos cot
_x = _2 _c°scot' _y - _/-2 "
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After traversing the wave plate, these components are out of phase by

except for a common phase factor, are representedan amount F and,

by

1

Fx- ,/-z  cos , -

assuming xto be the fast axis. The analyzer passes only the horizon-

tal component of this beam. Thus the transmitted component is

_h = _I_ cos cot + - cos cot - - _ sin cot sin _--

and its intensity I relative to that of the incident beam I° is therefore

2F
I = I sin --

o 2 "

In narrowband intensity modulation with sine wave rf drive,

minimum harmonic distortion is achieved by biasing the incident beam

witha quarter-wave plate to give circular polarization. In this case

Tr

F = _ + Fo sin corn t .

We obtain

I _ 1 1 + sin (F sinco t) = _ i + 2J I ( sin co tI 2 o m m
O

+ 2J 3 (F o) sin 3com t + ...]

II
__ N

When F < 6 = 0.5, this can be written in the approximate form

I 1

I 2
O

I + 1_ sin co t] .0 m

In this case F - m, the usual designation of modulation index for
O

intensity-modulated waves. More generally, however, there is a

modulation index m.1 = 2Ji(Fo) for the fundamental and higher harmon-

ics. For convenience, we list below some values of m. for a selected
1

range of F .
O
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F o m I m 3

0.25 0.248 0.001

0.50 0.485 0.005

w/4 0.726 0.019

1.00 0.880 0.039

1.25 1.021 0.074

_/2 1.134 0.138

These figures show that if an attempt is made to achieve I00 percent

modulation (F = _/2), the modulated wave contains almost 14 percent

second-harmonic power. More significantly, since the driver power
2

is proportional to F ° , it takes four times as much power to achieve

100 percent modulation as it does to achieve about 73 percent modu-

lation (Y'o = _/4), and nine times as much as that for 50 percent

modulation (F_ _/6). Note also that this last depth of modulation

introduces only about 1/2 percent second-harmonic distortion.

The optical modulator used as an example for the present dis-

cussion employs IiDP as the active electro-optic element. Table 7-I

shows the appropriate physical constants of this material. Reference

numbers are shown in brackets.

The values of r63, e, and tan 6 apply in the neighborhood of 150 mc.

The Pockels constant is the "clamped" (zero-strain) value and is

believed to be constant in the range of 0 to 500 inc. 1 Variation of the

dielectric constant over this same frequency range is slight. The

temperature coefficient of natural birefringence k is defined by the

equation

AF - 2_I kA® (7- 3)
k

where A1 _ represents the change in relative phase shift between ordi-

nary and extraordinary rays in a length f of crystal as a result of a

2
change of temperature _®.
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Table 7-I. Optical and electrical constants of KDP.

Pockels constant r63, m/V

OrdinarYorefractive index N
o

(at 6328 A)

Extraordinary refractive index N
(at 6328 A) e

Temperature coefficient of
natural birefringence k, °C-I

Dielectric constant _, F/m

Loss tangent, tan 6

8 X i0-12 [7-1]

I._073 [7-3]

1.4670 [7-3]

1.i× i0-5 [7-2]

1.79× I0-I° [7-4]

5 X 10 -4 [7-4]

Retardation in Various Electro-Optic Materials. The general form of

the relative phase retardation F is

27r£

r =T (Ny - Nx)

where _ is the length of the crystal traversed by the light beam, kis

the free space wavelength and N and N are the principal refractive
y x

indices of the induced birefringement element. The explicit relations

for the various electro-optic materials are shown in Table 7-2.

7.2.2 Design of Intensity Modulators

The customary and only practical mode of optical modulation

using KDP and its isomorphs is that which applies the modulating sig-

nal field along the crystalline Z-axis (optic axis). If it is desired to

avoid the natural birefringence and at the same time realize maximum

electro-optic phase retardation, the light beam must also travel paral-

lel to the Z-axis. Under the influence of a positive signal field, the

principal axes of induced birefringence in the X-Y plane lies at

+45 degrees relative to the crystalline axes, with the X-axis being the

< N . In PEDP-type crystals
fast axis, i.e., N x Y
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C rystal

Class or

Mate rial

_2m F=

_3 m

3 m

Retardation Equation

24 No3r63 H

Examples

KDP

Indices of

Refraction

N = 1.51
o

KD*P N O = 1.51

F= 2@No3r41E CuCI N O = 1.93

N = 2.237
o

LiNbO 3

Electro-Optic Coclficients

F= 24 No3r22 H

(field parallel to b-axis)

N3 )]lrlN 3[( e r E

I'= --_ o L_-_o 33 - r13

(field parallel to c-axis)

_t
m3m I" = -_- No3(gll - g12_ZE 2

Kerr
F = 2_B_E 2

Fluids

-Ll

r63 = 1.03 X 10 m/volt

r63 = 2.6 X 10 -11 m/volt

r41 = 6.14_<10 -12 m/vult

r22 = 6.7 X I0 -12 m/volt

(Ne_3 = 10 -ll

\-_o ] r33 - r13 1.73 X m/volt

N e = 2.157

(at I micron)

No = 2.139 r22 not yet available

LiTaO3 N e = 2.143 IN\ 3

|el\No/ r33 - r13 = 1.73 X 10 -11 m/w,it

KTN No = 2.29 (gll - glZ )_2 = 1.36 X 10 -15 (m/volt) 2

Nitrobenzene N O = 1.55 B = 2.5 X 10 -12 (m/volt) 2

N O is the ordinary refractive index

N e is the extraordinary refractive index

The electro-optic coefficients for the crystals are the 'unclamped", zero stress values obtained with dc or

low frequency fields.

gll and g12 are the quadratic electro-optic coefficients in the cubic axes system.

is the permitivity

B is the Kerr constant

Table 7-2. Properties of some typical electro-optic materials.
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N : N l No3r6 N = N + l No3r6x o - -2 3Era ' y o 2 3Em (7-4)

so that (7-2) is applicable when r --r63. The field strength Em in

terms of the voltage V is, however, E = V /f and (7-2) becomes
m m m _

3
21rN r

F - o "b3Vm (7- 5)

The output phase difference, F, of optical components polarized along

the X and Y axes, is therefore independent of the length of the crystal.

To reach the maximum F(= Tr) in KDP, for light of wavelength

k --6328 A, requires a rf signal voltage V -- ll kv, peak to peak,
m

which is obviously much too high for practical operation.

We shall discuss two types of modulators which are designed to

circumvent the above limitation. Both systems provide a long interac-

tion length with modulating fields sufficiently strong to yield ample

modulation depth at low levels of driving power.

Standing Wave or Video Intensity Modulators

The first modulator is a multielement device consisting of a

linear chain of small Z-cut KDP crystals separated by thin, flat-ring

electrodes. This is shown schematically in Figure 7-i. Similar

modulators have already been constructed and operated successfully

in the Hughes Research Laboratories. Figure 7-Z is a photograph of

one such unit containing 16 elements. Alternate electrodes carry

common signal voltage polarity; therefore, adjacent crystal elements

have opposing fields. Since according to (7-4) the fast and slow axes

of induced birefringence exchange roles upon reversal of the field,

alternate crystal elements are rotated 90 degrees about their common

Z-axis, so that the instantaneous fast and slow axes all have a common

direction throughout the chain. The effect of this arrangement is to

produce a cumulative phase shift between x and y components of the

light beam which is the sum of the separate elemental phase shifts.
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K D P  CRYSTALS RING ELECTRODES 

1 1  

1 
ANA LY 2 ER 

I MODULATOR DRIVER I 
Figure  7- 1. Multielement optical  modulator .  

F i g u r e  7-2.  Sixteen-element  K D P  c r y s t a l  ‘modulator. 
(HAC photo M4274) 

B y  the s a m e  token, the driving voltage r equ i r ed  t o  produce a given 
+ +  LoLal phase  shift  is l / n  times the voltage needed to  produce the s a m e  

phase  shift in  a single e lement ,  where n is the number of e lements .  

T h e  second,  o r  a l te rna t ive ,  modulator design has quite a differ-  

ent  configuration. I t  consis ts  of two long, nar row,  pa ra l l e l - s t r ip  

condensers  f i l l ed  with KDP.  

poss ib le  and a r e  or iented in tandem along the optical  beam axis.  

e l e c t r i c  fields a r e  applied as before  along the c rys ta l l ine  optic axis ;  

however ,  this  direct ion is now t r a n s v e r s e  to the beam,  and na tura l  

These  a r e  made a s  near ly  identical  a s  

The 
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birefringence must be taken into account. The purpose of having two

similar units is to effect a cancellation of this natural birefringence by

rotating the second unit 90 degrees relative to the first. Maximum

optical phase shift is achieved if the X-axis of induced birefringence

in the first unit is directed transverse to the beam and parallel to the

plane of the electrodes, andif the Y-axis in the second unit is simi-

larly oriented. The incident light beam is plane polarized at 45 degrees

to the first X-axis. Figure 7-3 illustrates schematically this modulator

system. A simplification in the design of this configuration can be
made which allows the use of a single strip line. 2 The two crystal

elements are aligned with their Z-axes parallel and are separated by

a k/Z plate, which is the optical equivalent of the original 90 degree
rotation.

The optical phase shift F produced by this type of modulator is

Zw I 3r63E }r = -X- INo +Z_(N - N o) (7-6)m e

in which I is the average value of the separate crystal lengths and A_

is their length difference. A derivation of (7-6) is given below. An

2
optical compensator, as shown in Figure 7-3, can be incorporated

into the modulator and adjusted to cancel out the residual birefringence

resulting from A_. Neglecting temperature effects for the moment,

we may write the signal-dependent expression for F" as

2_INo3r63Vm
r" = (7-7)

),t

where again V m is the signal voltage amplitude and t is the electrode,

or plate, separation. Equation (7-7) is the same as (7-5) except for

the factor l/t. Such an enhancement of the field strength is a cogent

reason for considering this form of modulator.

We shall analyze the resulting optical phase shift developed with

the configuration illustrated in Figure 7-3, taking account of a slight

difference in the lengths of crystal in the two elements. The incident

laser beam is polarized at 45 degrees to the X- or fast-axis of the first

element and to the Y-axis of the second element.
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Let

_h -

2

i =

total phase retardation of vertical beam component

total phase retardation of horizontal beam component

length of first modulator crystal

length of second modulator crystal

I/2(_ l + _2 )

-

Then

2Tr

_v = T (fl N + fz 2Ny )

#h - 2_r (ilN x + f2Nz),

and

F = 4v _h Z. {= T f2Ny - llN x + (l 1 - I2)Nz} •

Using (7-4) and N = N , we have
Z e

F = 2_r {_No3r63Ek m +Af(Ne - No) } . (7-6)

The temperature dependence of the static birefringence is con-

tained in the second member of (7-6). Applying (7-3) with f replaced

by A f, we obtain

AF 2TrAI
- k o

With the KDP value of k from Table 7-I, this gives

A_ff_F= 109 Af rad/°C (AI in meters).
A®

No technological difficulty is anticipated in achieving a AJ considerably

less than 0. I0 mm. Thus we can assume

AF < 0.01 raa/°_-" _
A--_

o
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Traveling Wave Intensity Modulator

An optical intensity modulator is related to the phase modulator

which is directly adaptable to intensity modulation by suitable

choice of input polarization and inclusion of a linear polarizing

analyzer at the output. Moreover all the advantages possessed by

traveling wave structures for broadband phase modulation at micro-

wave frequencies apply with equal force to broadband intensity

modulation.

Figure 7-4 illustrates the basic configuration of a strip line

traveling-wave optical intensity modulator using a cubic crystal of

[110] DIRECTION

[OO_lO]

DIRECTION

OF ANALYZER

JBIC E-O CRYSTAL

DIRECTION

OF POLARIZATION

DIRECTION OF BEAM

CIRCULARLY
POLARIZED BEAM

_/4 PLATE

STRIP LINE

NOTE:

VELOCITIES OF OPTICAL

AND MODULATING FIELDS

MUST BE EQUAL

Figure 7-4. Strip-line traveling-wave

modulator configuration.
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-43m, such as cuprous chloride. We have chosen this crystal type for

illustration as representing the ideal, since natural birefrigence is

absent, although it must be remembered that CuCI and other similar

electro-optic crystals are difficult to obtain.

The indicated orientation of the crystalline axes represents the

optimum configuration in the intensity-modulation mode of operation.

The incident vertically-polarized laser beam is transformed by a

quarter-wave plate into circular polarization in order to set the proper

optical bias for best linear operation. By the action of a vertical mod-

ulation field along the [ii0] direction, the original circular polariza-

tion is rendered elliptical. That part of the beam which emerges from

the vertically-oriented analyzer exhibits the desired intensity modulation

according to the impressed signal. It can be shown that the transmit-

ted light intensity I, relative to the laser intensity Io, is

I = I/2 I (I + sin i-')
O

where F'is the relative optical phase shift of the two principal beam

components within the crystal. For a CW modulation signal F = r"°

sin to t and if F _- . 5 rad., we may let sin F -- F, so that
m o

I = I/2 I (i + F sin to t)
O O m

Thus F represents the usual modulation index m.
o

The KDP phase modulator can also be used as an amplitude mod-

ulator 2 provided a suitable optical compensator is added to the system

to counteract the natural birefringence. This compensator could for

example replace the quarter-wave plate. The initial incident beam and

final analyzer should be oriented at 45 degrees to the vertical.

A disadvantage of this scheme is that the natural birefringence of

ADP and KDP is temperature dependent. Thus small fluctuations in

the crystal temperature would cause a variation in the optical bias and

result in distortion of the output. This problem can, however, be
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largely overcome by using two identical modulators in tandem and

rotated 90 degrees with respect to each other. If the Ill0] direction in

the second modulator crystal is oriented in the transverse plane and

parallel to the strips, the natural birefringence is cancelled. Of course,

care must be taken to maintain a common temperature in each unit.

Dielectric Power Absorption

The power absorption per unit volume of a dielectric upon which

an electric field E is impressed is given by

E 2
p _ 0- m

2

where _is the dielectric conductivity; ,is defined as the product of the

signal angular frequence _0 and the loss factor ¢" of the material. Them

loss tangent of the material is defined by the relation

Ell
tan 6 -

E t

where ¢' is the real part of the permittivity of the material. The total

power, P, absorbed by a dielectric with cross-sectional area, A, and

length, _, is then

p = __I_0 ¢' E 2 AI tan 6
2 m

7.2.3 Design of Optical Frequency Translators

In practice a laser heterodyne communication link normally

employs two identical lasers, one being translated in frequency.

Either could be used as the local oscillator, with the other serving as

transmitter carrier. Optical frequency translation can be affected by

several techniques.
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One method of optical frequency translation for SSBSC operation
is the electro-optic rotating birefringent plate. 6, 7 In some forms, this

instrument is capable of completely transforming a circularly polar-

ized light beam into a beam of the opposite polarity and shifted in

frequency by twice the frequency of rotation of the wave plate. More

generally, however, only a portion of the original beam is thus shifted,
and suppression of the carrier is affected by a circular polarizer.

Cubic crystals of symmetry, class 4-3m and m3m, when driven by a

rotating electric field in their (lll) crystal plane, exhibit a true

rotating birefringence in that plane, and thus produce frequency trans-
lation of a beam of light traveling along the [ 11l] direction. The most

popular and readily available electro-optic crystals, of class 42m such

as KDP, do not have the above property; and thus an alternate technique
is used with them. 8, 9,10,11 Two crystals are oriented in tandem

along the optic beam and driven in phase quadrature. These elements

are oriented with their principal axes of induced birefringence at an

angle of 45 degrees with respect to each other. For incident circularly-
polarized light this arrangement simulates a rotating birefringent plate,

producing a component of circular polarization of the opposite sense and

shifted by the signal frequency.

The chief advantage of the rotating wave plate method is its

versatility in allowing simultaneous frequency translation and ampli-

tude, frequency, or FSK modulation of the shifted carrier. The two

basic types reviewed briefly here will be discussed more fully in the

following pages. A detailed mathematical analysis of rotating bire-

fringent elements is given.

Single-Element Frequency Translators

The one-element SSBSC modulator constitutes a true rotating

birefringent element which serves the function of optical frequency

translation by adding a constant rate of change of phase to a wave of

given input frequency. It is thus the optical analog of the conventional

microwave phase shifter which utilizes a mechanically rotated bire-

fringent half-wave plate.
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To realize such an optical device requires in practice the use of

electro-optic crystals of special symmetry classes: -43 m, such as

cuprous chloride, zinc sulfide, and he×amine (HMTA), 3m, such as

LiNbO 3, or m3m, such as KTa0.65 Nb0.35 03 (KTN) or other similar

perovskites operating in their paraelectric phase. The first two classes

possess a first order electro-optic (Pockels) effect, the third, a quad-

ratic (Kerr) effect. For classes 43m and m3m the crystals are driven

by an electric field rotating in the crystalline (ill) plane, while the

optical beam, circularly-polarized, travels through in the Jill] direc-

tion. For class 3m, the field is in the (001) plane; the beam direction

is [001] . Under the influence of a signal frequency fm rotating, say,

clockwise, the induced axes of birefringence of the m3m type rotate

with the field at frequency fm' while those of the 43m and 3m type rotate

counterclockwise at a frequency 1/2 f . Since as noted previously,
m

the optical beam undergoes a frequency translation equal to twice the

rotation rate of the wave plate, this shift can equal either f or 2fm m

depending upon the class of crystal employed. In either case, if the

amplitude of the applied signal voltage is sufficient to produce a full

half-wave of inducedbirefringence, the optical frequency translation

is complete.

Unfortunately crystals of the types mentioned above are difficult

to synthesize in large sizes and of high optical quality, so that con-

struction of single-element SSBSC modulators is limited and difficult.

For this reason, we discuss an alternative device in the following

section which employs the more readily available material KDP or its

isomorphs, in a two-element simulated rotating wave plate. We indi-

cate, however, in Figures 7-5 and 7-6, respectively, the low-frequency

and microwave schematics of a one-element device.

Double-Element Frequency Translators

The necessity of employing the two-element modulator for optical

frequency translation is dictated mainly by the crystal characteristics

of the more readily available and high quality materials of class 42m,

such as potassium dihydrogen phosphate (KDP) and its isomorphs.
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Figure 7-6. A possible micro-

wave optical fre-

quency trnaslator.

Because this type is naturally birefringent, it is customary to

orient the light beam along the optic axis, in order to avoid this

unwanted birefringence in the absence of modulating signal . For

optimum electro-optic effect it is also necessary to apply the signal

field along the c-axis; thus the beam and signal field are parallel.

With this configuration the induced axes of birefringence lie in the (001)

plane at a fixed orientation of 45 degrees relative to the a and b axes,

exchanging roles of "fast" and "slow" axis upon reversal of the signal

field.

The action of a simulated rotating birefringent plate is provided

by orienting two identical crystal elements in tandem along the beam

axis and so oriented relative to each other that the corresponding a and

b axes (or equivalently the induced principal axes) lie at 45 degrees

with respect to each other. The modulating signal is applied to the two

elements in phase quadrature. This configuration behaves like a

single wave plate rotating at half the frequency of the applied signal,

so that the optical frequency is translated by an amount equal to that of

the signal. Figure 7-7 illustrates this particular system under low

_"A traveling wave modulator, described elsewhere, operates

with light beam perpendicular to the optic axis but has built-in cancel-
lation of natural birefringence.
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Figure 7-7. Two element 14DP optical frequency

translator for SSBSC modulator.

frequency operation. At microwave frequencies, the simple capacita-

rive electrodes and associated circuit is normally replaced by suitable

reentrant or cylindrical cavities. In some cases the crystals are

driven in phase but separated by a distance equal to a quarter of a

signal wavelength so that the optical photons automatically experience

the quadrature driving fields by virtue of their transmit time.

It is shown in a later paragraph entitled Analysis of Frequency

Translators that complete disappearance of the carrier occurs not at

half-wave voltage when the optical relative phase retardation F is w/2
o

but rather when Jo (Fo/_/-2) = o or whenFo = 3.40. Here Jo is the

Bessel Function of zero order. Also, in addition to the first order

single sideband, an upper and lower second-order sideband are gen-

erated; also a single third-order single sideband, etc. The optical

amplitude of these sidebands are proportional to their respective Bessel

Functions of the argument F /_/-2.
O

Analysis of Frequency Translators

The effect of various optical elements upon a collimated mono-

chromatic light beam of known initial polarization can be conveniently

analyzed by means of an operator calculus in which the electric vector

of the light is represented by a two-element column matrix
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and the optical element is represented by a 2 by 2 matrix operator

M

The components X and Y are in general complex and completely

define the state of polarization of the light in terms of some chosen

space system of axes x, ynormal to the direction of light propagation.
The four components of M are likewise in general complex. Upon

passing through a given optical element, the light vector undergoes a

linear transformation symbolized by

=

The optical element may be a birefringent plate, an anisotropic

absorber, or a rotator. If more than one optical element is present in

the system, the resultant M is simply a matrix product,

M = MnMn_l ...... M2 M1

of the individual element matrices M.. The elements are numbered in
1

the order in which the beam traverses them. This section is con-

cerned only with birefringent plates, static and induced, and with

anisotropic absorbers (polarizers or analyzers).

Explicit expressions for the M matrices will depend upon the

coordinate axes chosen as well as upon the physical properties of the

associated optical element. Abirefringent plate, for example, whose

principal axes of retardation coincide with the space-fixed x, y axes

takes the form

M __

i t
e 0

-i

0 e
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where _ is the relative phase retardation angle and the x-axis is

assumed to be the fast axis. If the plate is so oriented that its

principal x-axis makes an angle @ with the space x-axis, then in terms

of the space-fixed system

M (cos0sn0)(e0 >(cos0s.0)
sin @ cos @ 0 e -sin @ cos @

i ¢' -i -_ i

2 2@ 2 2 2 2e cos +e sin @ e cos@ sin@-e cos@sin@

i-_ -i_- i__ _i _' |
2 2 2sin2 @+e 2cos2 @ ]e cos @sin@-e cos@sin@ e

In the case of a uniformly rotating birefringent plate, @ is a linear

function of time.

Applying the operator M of the general birefringent plate given

above to the electric field vector of, say, left-circularly-polarized

incident light, we obtain for the emergent light vector

i_t
8 = M_ O = (M) e

\47!
whence

or

I " r' °lX = i i cos - sin e

I r F -2i@ IY -- _ cos -_-- i sin _-e
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l _ [(o_t- 20) I
r i( t+ r

_x = x/-Z1--cos _- e - sin _-e

1 t r icot r i(cot-20+2) f= -- COS e - Si_rl e

£Y T T

where Fis the induced relative phase retardation or birefringence.

The emergent beam thus consists of two parts: the original left-

circularly-polarized beam of amplitude cos r/2 with frequency ¢0/Z_r,

and a right-circularly-polarized component of amplitude sin r/2 with

frequency 1/21r(co-ZdO/dt).

Cubic crystals of symmetry class 43m, such as CuC l, ZnS, and

HMTA, exhibit a first order electro-optic effect. Under the influence

of a signal field rotating at frequency com/27r in the (ill) crystallo-

graphic plane, these materials act as true rotating birefringent plates.

If the signal voltage components are given by

V x = V 0 cos co t V = V 0 sin _rn t,m y

corresponding to counter-clockwise rotation of the impressed field,

then it can be shown that the principal axes of the optical indicatrix

rotate clockwise in this plane at an angular velocity dO/dt = -I/2 co .m

Thus an incident left-circularly-polarized beam entering the crystal

along the [ill] axis will, upon emerging, contain a right-circularly-

polarized upper sideband at frequency(I/Z_)(co + 0_m).

Cubic crystals of class m3m, such as KTN, show only a second

order electro-optic effect. It turns out that with an applied field in the

(iii) plane, the fast axis (x-axis) of the optical indicatrix in this plane

is always parallel to the applied field regardless of its direction.

Therefore, a rotating signal field will give rise to a birefringent plate

rotating in the same direction at the same frequency. If again we

choose

V x = V 0 cos _Omt Vy = V 0 sin corot,
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then a left-circularly-polarized beam incident along the [11]] direction

will emerge containing a right-circular lower sideband at frequency

(i/27r)(02- 2C0m). Moreover it is apparent that the signal frequency has

been doubled. It is also apparent that in both crystal systems just

described, an upper or lower sideband can be chosen at will by

properly phasing the components of the signal voltage.

Another important type of electro-optic crystal is that belonging

to the symmetry class 42 m, most familiar among which are KDP and

ADP. These crystals are naturally birefringent, possess a first-order

electro-optic effect, and for maximum sensitivity must be operated

with applied field parallel to the traversing light beam and parallel to

the crystallographic c-axis (optic axis). In this case the induced

principal axes of the optical indicatrix in the x-y plane lie at a con-

stant angle of 45 degrees relative to the crystallographic a and b axes.

For this reason, a true rotating birefringent plate cannot be realized,

and a different approach is used which provides an "effective" rotating

plate. The technique employs two identical crystals in tandem, one

being rotated about the c-axis 45 degrees relative to the other. Signal

voltages of equal amplitude are impressed along the c-axes in phase

quadrature.

Let crystal No. I be oriented with its crystallographic a-axis

parallel to the space x-axis, and let crystal No. 2 be rotated clockwise

45 degrees so that its induced principal x-axis is along x. Left-

circularly-polarized light is incident on the first crystal along its

c-axis. The matrix operator which describes the properties of the

emergent beam is then the product MzM 1 of the separate matrices

associated with the two crystals. In this case we have

F

r r 1 i T
cos --_ i sin T e

M 1 = , M 2 =

F 1 F 1 0

i sin T COS T

o

1-"
2

-i T
e
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where F I, F 2 are the relative phase retardations of the crystals. We

may write

F 1 = F cos c0mt , r"2 = i-"sin comt

and note that the time dependence of the matrices resides now in 1_

rather than 8. This system is, however, essentially equivalent to a

rotating birefringent plate of angular frequency i/2 co
m

vector of the emergent beam is given by

The electric

= MzMI_' 0

F

e i --2 F 1
Z cos -T

F 2

e-iT. r i
s in --_-

ie i s in ,

?
e cos -_-I\

i

i_t
e

This yields

X

i
I

2 e

I£2F°sin (C°mt+4) +4]_ rF°sin(_mt-_) -4]il_,_
e

.w co

I I-_ I2 e

n_-_oo n=-Oo

Y
i Iji[ F°sin(C_mt+ _-)'I- _] -i F ---r°sin(0_rnt- _)- "_]= _ LVz +e L4-2

:se J - e +Te J e

n=_CO n =-°0

Expanding the Bessel series and recalling the properties that

Jn(X) = (-I )n Jn (-x) and Jn(X) = (-l)n J-n (x),
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we get finally for the components of the emergent light vector:

l j0 (__F.Olei(_t+2) (___> i[(c°+_rn)t+2]_x - _/-2 \_/2/ + Jl e

_+2_m_t+_l_o_l(_-2_m_t+_]]
J °°°ee° 3

),_ l J0 F_ e - Jl e&Y 4}.

E -e -]- ...... p

4z

We thus have generated, in addition to the original left-circularly-

polarized beam, a right-circularly-polarized upper sideband at fre-

quency(I/2 lr)(¢0 + _rn), a left-circularly-polarized upper and lower

sidebands of equal amplitude at frequency(i/2_r)(¢0 ± 2 _rn), etc. The

normalized amplitudes of the first three sidebands as a function of

applied voltage are shown in Figure 7-8.
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Figure 7-8.

Frequency components at the

output of a two-element fre-

quency translator.
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Similar results are obtainable with a single KDP modulator if the

second crystal is replaced by k/8 plate and mirror. The distance from

modulator to mirror is so adjusted that the round trip photon transit

time equals one-quarter period of the modulating signal. The KDP is

again oriented with its crystalline axes parallel to the space x-y axes,

and the eighth-wave plate has its principal axes of birefringence like-

wise parallel to the space axes --that is, at 45 degrees to the induced

principal axes of the modulator. The k/8 plate serves to simulate the

45 degree rotation of the second crystal. In this arrangement,

contrary to those described previously, the incident beam should be

vertically plane polarized. After its second passage through the

crystal the reflected beam contains a single upper sideband horizon-

tally polarized.

This arrangement is equivalent to two identical modulators

operating in phase quadrature and separated by a quarter-wave plate.

The appropriate matrices are therefore

M 1

F1 i sin F1 1cos T T

Ji_1 i-"I

i sin T cos T

M Z

M 3

i%
e 0

-ir¢
o e _-

F2 i sin 2
cos T T

F 2 F
i sin cos
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The transmitted beam is obtained by performing the operation

_' = M3 M zMI$o

Neglecting Bessel terms of higher order than i, the results of

this operation give, for the components of the transmitted beam,

_x : _J-2 Jl (_> ei (_°+ _m)t +4"l

= Jo r i( t 4)

The emergent beam thus contains no x-component at the carrier fre-

quency and no y-component at the upper sideband.

7.2.4 Design of Phase Modulators

Traveling wave modulators characteristically posses s wide-band

capabilities and may take any of several forms. Perhaps the most

promising and most efficient TW modulator is the parallel strip trans-

12
mission line version, first constructed using ADP (ammonium

dihydrogen phosphate) and operated as a pure optical phase modulator.

A cross-sectional view of this type is shown schematically in Figure

Figure 7-9. The strip line is filled along its center with ADP crystals

[ool] K 01o]

OPTICAL POLARIZATION

I ADP STRIP

Figure 7-9. Cross sectional view of parallel

strip transmission line ADP

phase modulator.
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oriented as shown, with one of the principal axes, [Ii0], of induced

birefringence in the transverse plane and parallel to the plane of the

strips. For operation as a pure optical phase modulator, the optical

polarization is also oriented in this direction, and the natural bire-

fringence of the crystal is only of consequence if the crystalline axes

are not perfectly oriented relative to the laser beam.

We note that in this configuration the applied signal field is now

transverse to the beam, and thus the optical phase retardation is

directly proportional to the length of the transmission line. A chief

advantage of this structure, in addition to the naturally broadband

feature of strip lines, is that it can be made quite long. Thus efficient

operation is possible with very modest power requirements.

In high frequency applications of strip line modulators, a neces-

sary criterion for optimum performance is that the phase velocity of

the microwave signal traveling down the transmission line be matched

to that of the light beam within the crystal dielectric. Since the dielec-

tric constant of most crystalline materials is appreciably higher for

microwaves than for light, the velocity matching is accomplished by a

proper choice of the dielectric filling factor, that is, the ratio of the

dielectric width to that of the strip line. 12, 13

The effective microwave index of refraction of the composite line

is virtually indpendent of frequency up to a point where the principal

mode of transmission is no longer TEM-like. At higher frequencies

the microwave velocity becomes highly dispersive until a point is

eventually reached where the power resides wholly within the dielectric.

The mode eventually becomes once again TEM-like, and the velocity
13

is that characteristic of the dielectric alone. These facts place an

upper limit on the usable frequency range which is determined by the

ratio of the crystal and air dielectric. For practical dimensions,

sufficiently large to accommodate laser beams of about 2 mm diameter,

this frequency limit is about 3 Gcps for ADP. 12
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7.2.5 Design of Polar iza t ion  Modulators 

A discussion of this impor tan t  f o r m  of opt ical  modulation will be 

t r ea t ed  i n  subsequent r epor t s .  

P C M / P L  s y s t e m  will  be given. As an example,  the high data  r a t e  

s y s t e m  developed by Hughes fo r  NASA-MSC shown in  F igu re  7 -  10, 

will be descr ibed.  

In par t icu lar ,  the design of an opt ical  

F igure  7 - 10. Modulator f o r  P C M / P L  sys tem.  
(HAC photo M4343) 
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7.3 ELASTO-OPTIC MODULATION

7.3.1 Theory of the Elasto-Optic Effect

The phenomenon of diffraction of light by the passage of a sound

wave through the optical medium is largely governed by the change in

refractive index induced in the medium by the passage of the sound

wave and also by the radiation geometry of the sound and light wave

sources. In this section we will list the equations which relate the

change in refractive index to the stress-strain amplitude generated by

the ultrasonic wave.

The elasto-optical coefficients for an anisotropic medium Pijkf

are defined by 14, 15

ABij = PijkfDkf

where q is the strain and B.. is the dielectric impermeability tensor,
ij

which is related to the dielectric constant K.. by
lj

KijBjk = 6ik

where 6ik is the Kronecker delta.

isotropic and thus

For the case of cubic crystals K is

2

AKij = -K2ABij = -K PijkfNkf

Furthermore, if one restricts the problem to the propagation of long-

itudinal sound waves (no shear components) along principal crystallo-

graphic directions only, the strain component can be represented by

a single subscript and the change in dielectric constant can be simply

represented by the following equation
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where s., the strain tensor, is a special case of ']kf' and p is theJ

fourth rank elasto-optic tensor.

Thus if one passes a longitudinal sound wave along the if, 0, 0 ]

crystallographic axis of a simple cubic crystal such as Silicon or

Germanium and we label this the j = l direction, the strain subscript

will be (si). For the case of light wave polarization parallel to the

direction of sound propagation the elasto-optic tensor Pl l will apply;

for orthogonal polarization the tensor P21 will apply. So that for

parallel and orthogonal polarization relative to the direction of propa-

gation of a pure logitudinal if, 0, 0 ] ultrasonic wave one obtains the

following expressions for the change in refractive index.

A(1)_-1 = Pll s I (Parallel)

2 P21
(Perpendicular)

(7-8)

Due to the symmetry of a cubic crystal the directions [0, l, 0 ] and

[0, 0, l ] have the same elasto-optic behavior. However for the case of

sound propagation along the if, i, l ] crystallographic direction the

elasto-optic constant is a linear combination of Pl i' P21 and P44' the

later term being generated by shear stresses. For the case of a

rotation of coordinates where the Z direction is the [l, l, l] crystallo-

graphic direction represented by j = 3', the Y direction lies in the

[i 1,0] plane and is represented by j i',, = one finds for sound along
I

j = 3' and light polarization along j = i' and along j = 3 ,

1 2 1 perpendicular

PI'3' - 3Pll + -3P12 - "3P44 polarization

1 2 2 parallel

P3'3' = -3Pll + -3P12 + "3P44 polarization

(7-9)
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In more complicated crystals, such as uniaxial or biaxial, the

unabridged notation applies and can be used in an analogous manner.

The preceeding relations indicate that the elasto-optic behavior of a

single cubic crystal is completely described by three constants Pll'

PI2' and P44" These constants can only be measured by inducing
strain in the crystal and determining the resultant change in index of
refraction. Some limited measurements have been made on the elasto-

optic constants of selected crystals in the visible region of the spectrum

but not at infrared wavelengths. Currently, work is in progress at

Hughes Research Laboratories and elsewhere to evaluate the elasto-

optic behavior of various materials at 3.39 and 10.6 microns.

Using the relationship between index of refraction and dielectric
constant (K = NZ) one finds the change in refractive index from

Equations (7-8) and (7-9) to be

N 3
-- ---p sANI 2 i I 1

[i, 0,0] sound,

parallel light

N 3 [I,0,0] sound,

ANz - 2 P21 Sl perpendicular light

11 N3(_ 2 i ) i [i, i, i] sound,AN - 2 Pll +-3p12 "3P44 s3 perpendicular light

( 2 I,,,,lsound
N 3 1 2 + _s3AN - 2 "3Pll +-3p12 -3P44 parallel light

In the case of non-cubic crystals the tensor relationships become

more complicated and terms such as PI3' P31' PI4' etc., appear. A

few values of Pij for single transparent crystals follow. The data is

old and probably not highly accurate.
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Lithium Niobate

P41 = P42 = P56 = 0.136

= 0.032Pl I = P22

= 0.069PI3 = P23

P31 - P32 = 0.153

= 0.063P21 = PlZ

P33 = 0.061

Fused Quartz

P21 = Pl2

KRS 5

Pll = 0.25

MgO

LiF

KB
r

CdS

= 0.250

= -0.32
Pll

Pll = 0.02

Pll = 0.22

Pll = 0.2 at 6328

PI2 = 0.21

PI2 = -0.08

PI2 = 0.128

PlZ = 0.171

Pll

P44 = 0.157

P44 = ?

P44 = -0.064

P44 = -0.026

= O. 127 at 3.39
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7.3.2 Theory of Ultrasonic Diffraction of Light

It has been shown both theoretically and experimentally I 6, 17, l8

that if the angle of incidence of a light wave relative to the wavefront of

a plane sound wave obeys the following equation then the intensity in the

-l diffraction order is stronger that that of the +i order and that under

optimum conditions the intensity of the +[ order may be reduced to zero.

O
k = 2k sin -
L s 2

where k L and ks are the optical and acoustic wavelengths, respectively,

and @ is the angle between the incident and the diffracted beams. This

phenomenon may be most easily understood if one considers the layered

nature of the sound wave acting as a Bragg reflection grating (see

Figure 7-11). At an appropriate angular condition the multiply-scattered

beams are phased to produce a maximum in one direction and a minimum

in all other directions. If the ultrasonic transducer is sufficiently long,

one finds that there are more scattering centers, or in other terms the

grating is large enough to yield a large scattering cross section, and

the intensity of the -l order beam is strengthened at the expense of

the other beams. Under the Bragg condition the intensity of the -!

order beam relative to the zero beam is given by

1
o

where

21rdAN

d is the transducer length along the optical path, AN is the change in

index of refraction of the medium produced by the passage of the sound
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Figure 7-ii. Ultrasonic diffraction geometry.
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wave, and k is the wavelength of light in vacuo. The change in index

is related to the power in the ultrasonic wave by the equations

1 3

AN = -zNo PijS'j

s. = _ 2Sa
j 3

pv s

TSrf X 107
S =

a A

Where S is the acoustic power density, p is the density of the medium,
a

v is the velocity of sound of the medium, T is the eIectromechanical
s

transduction efficiency of the transducer, A is the transducer area,

and SrfiS the incident RF power. It has been shown experimentally that

for sufficiently large values of v, the Raman-Nath parameter, approxi-

mately 95 percent of the energy incident on the modulator can be trans-

lated into the -1 diffraction order at Bragg angle. However, the choice

of experimental conditions must be optimum and would seldom be

encountered in practice. It is important to note that the modulation

effect fails off with increasing wavelength so that for a moduIator

capabIe of producing 60 percent modulation at 0.6328 microns, approxi-

mateiy 1/300 of this or 0.2 percent modulation would be obtained at

10. E microns.

7.3.3 Modulation Techniques

Frequency Translation

We have shown in the previous section that a traveling ultrasonic

wave can diffract a light beam into an arbitrary number of diffraction
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orders depending on the transducer length and the radiation geometry.

The diffracted beams will be frequency shifted by an amount

Af = f + nf
0 s

where f is the frequency of the light wave, f is the frequency of the
O s

sound wave, and n is the diffraction order. By adjusting the modulator

for the Bragg condition, the intensity in all orders except -i may be

substantially reduced to the point where the device produces a single

frequency shifted sideband I_l. This mode of operation is entitled

frequency translation and is useful in generating local oscillator

beams for heterodyne detection systems. A detailed tabulation of the

modulation efficiencies expected from a number of materials is pre-

sented in Section 7.3.5.

Intensity Modulation

If the traveling ultrasonic wave is reflected at a boundary of the

modulation medium so that it returns to the transducer undeviated, a

reflected or backward ultrasonic wave is generated, which, if unat-

tenuated, is capable of producing a diffracted beam system spatially

coincident with that produced by the forward wave and of equal intensity.

Moreover, if the forward wave produces a positive frequency transla-

tion in a given order, the backward wave produces a negative one and

vice versa. Thus the sideband spectra become double sidebands and

act as suppressed carrier intensity modulated beams. The central or

zero order beam becomes intensity modulated at twice the ultrasonic

wave frequency since one now has an ultrasonic standing wave which

diffracts energy away from the main beam twice per cycle. Because

of the large values of mechanical Q usually encountered in ultrasonic

resonators, the amplitudes of the forward and backward ultrasonic

waves may reach values not obtainable in a traveling wave situation,

and may therefore obtain large values of modulation index at low RF

drive levels. However, this system is of limited usefulness where
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large amplitude modulation bandwidths are desired because of the high

mechanical Q of the system. One can, of course, use mechanical

damping techniques to broaden the bandwidth of the modulator at the

expense of modulation index and efficiency.

By proper choice of modulator dimensions and other parameters

it is possible to produce a single diffraction maximum consisting of

two frequency-translated optical waves. This system may prove valu-
able as a mechanism for locking of laser modes at infrared wavelengths,

if the diffracted beam is fed back into the laser system.

If the optical faces of the modulator are made optically flat,

highly parallel, and highly reflective, one can orient the crystal to
obtain maximum transmission of light through the crystal at a selected

set of optical wavelengths. This is the well-known Fabry-Perot effect.

Similarly, if one passes sound waves through the crystal, one finds
that the multi-reflected light wave interacts many times with the sound

wave and in consequence the interaction cross section or modulation is

stronger. This effect seems to be of limited usefulness in the visible

region of the spectrum because of the change in modulator dimension

when ultrasonic energy is dissipated in the crystal. At longer wave-

lengths this technique may be practicable because the effect of expan-

sion is reduced, since the light wavelength is longer. With the use of

good temperature regulation of the crystal, a Fabry-Perot acoustic

modulator may be useful at 10.6 microns, where the dimensional
tolerances will be about 20 times less than in the center of the visible

spectrum.

Polarization Modulation

By focusing the optical beam to a diameter small compared to

the ultrasonic wavelength it is possible to modulate the polarization

of the optical beam, i.e., change the polarization from linear to ellip-

tical, because of the birefringence induced in the modulation medium

by the ultrasonic strain wave. The birefringence is simply calculated

by taking the difference between the elasto-optic constants Pl 1 and
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P21 or P33 and P31 and multiplying by the appropriate variables to yield

a value AN, the induced change in refractive index. Further discussion

of the elasto-optic birefringence modulation will not be detailed here

since the application of birefringence modulation is well described in

the section on electro-optic modulators.

7.3.4 Properties of Ultrasonic Modulators

Choice of Acoustic Media

One sees from the foregoing treatment that when a traveling

sound wave interacts with a traveling light wave in an elasto-optic

medium (solid or liquid) one can obtain a frequency translated diffracted

beam which may be used for system applications requiring frequency

translation. At ultrasonic frequencies below 50 mc/sec one may use

optically transparent liquids such as water, alcohol, tetrachloroethylene,

carbon tetrachloride, etc. , as the modulation medium, provided they

are transmissive to the optical wave. At frequencies above 50 mc/sec

the high ultrasonic attenuation in all liquids prevents one from obtaining

satisfactory modulation indices and forces one to consider solids as a

modulation medium, since they have intrinsically lower losses than

liquids. In Section 7.3.5 a tabulation is presented which compares the

relative performance of useful ultrasonic modulation media at one

visible and two infrared wavelengths. A general result is that materials

with large values of refractive index and low values of sound velocity

are the most effective modulation media.

Anechoic Terminations

The development of single sideband frequency translators in

elasto-optic media introduces a new problem, namely the absorption

or termination of the ultrasonic wave. This operation is most con-

veniently done by shaping the modulator crystal so that the coherence

of the ultrasonic wave is destroyed and it can no longer coherently

diffract the light wave. Such terminations are termed anechoic cham-

bers and are designed according to the same principles as optical black
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bodies. However, the expense of cutting and shaping the single crystal

is easily avoided by placing the crystal in contact with a pool of mer-

cury which is contained in an anechoically shaped container. In practice

it is found that mercury is a good acoustical impedance match for a

large number of solids since the product of its density and sound velocity

(acoustic impedance) is within 30 percent of that of many crystals. Thus

the power reflection coefficient at a quartz-mercury or a quartz-silicon

interface is of the order of 3 percent or less. Therefore, most of the

ultrasonic energy passes into the mercury and is then rendered inco-

herent at the rough boundaries of the mercury container.

Transducer Bonding

Another problem common to solids but not encountered in liquids

is the production of a satisfactory bond between the transducer and the

modulator crystal. The bond should be lossless and of uniform thick-

ness and it should be small compared to an ultrasonic wavelength. If

all of these conditions are met then the transducer bandwidth and

electrical impedance can be calculated or predicted in a straight-

forward manner. If they are not met, the bond can act as a mechanical

transformer n quarter wavelengths long and thus preclude prediction of

the frequency response and efficiency of the system.

In practice it has been difficult to produce ideal ultrasonic trans-

ducer bonds without a great deal of care for transducers operating in

the 5- to 100-mc range. For frequencies above i00 mc a new trans-

ducer technique using evaporated thin films has some advantages not

previously available; e.g., direct application of the transducer to the

modulator without use of intermediate layers, fundamental frequency

operation over a broad band, and fairly high transduction efficiencies.

Electrical Impedance Matching

Because of the high fundamental operation frequency, the

transducers are very thin and thus present a high capacitance to the

RF generator or amplifier. It is usually difficult to indictively com-

pensate this capacitance over a broad band of frequencies without
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using resistive damping and suffering an attendant increase in

transduction loss. Theoretical calculations indicate that the use of a

resonating inductance with a Q of 200 as an impedance matching trans-

former will yield an ultrasonic transduction loss of 10 dB, for a Quartz

transducer radiating into quartz, germanium, or silicon. In practice

transduction losses of the order of 12 dB are usually measured indicat-

ing the presence of other losses such as dielective loss, skin effect

losses in wires, and dissipation in the ultrasonic bonds. If transducers

with higher electromechanical coupling than quartz were used, e.g.,

ZnO, CdS, etc. , one could obtain a factor 2 to 4 improvement in trans-

duction efficiency. Thus materials such as CdS or ZnO are preferable

for ultrasonic transduction since they enable the designer to obtain a

larger electrical bandpass and at the same time a reduction in the

transduction loss that is obtained with quartz. These materials are

used for making thin film evaporated transducers since in single crystal

form they are quite brittle and do not lend themselves to the production

of large area transducers.

Transit Time Effects

In the Fabry-Perot modulator, as in the normal ultrasonic mod-

ulator, the transit time of the ultrasonic wave across the optical beam

is a modulation bandwidth determining factor. For example, if the

velocity of sound is 5 X 105 cm/sec and the laser beam diameter is

I0 -I cm, then the transit time is approximately 0.2 × 10 -6 sec or the

bandwidth is confined to frequencies below 5 mc/sec. It is possible to

use a long focal length lens to reduce the beam diameter to the dif-

fraction limit, since the beam diameter at focus, a, is given by

a = k f
D

-5 -3
where k is the wavelength of light, (=i0 I0 cm), f is the focal

length of the lens and D is the diameter of the laser beam incident on
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the lens. Thus with the aid of a i0 cm focal length lens a light beam of

diameter I0 -I cm at 6328 A can be focused to a spot of dimension

6.3 X 10 -2 cm corresponding to a transit time _i0 -7 sec or a band-

width of i0 Mc/sec. Use of a shorter focal length lens can reduce the

beam diameter even further if necessary to reduce the transit time of

the ultrasonic wave across the light beam.

In effect, at the higher modulation frequencies, 17 the long transit

time produces spatial modulation of the light wavefront and thus reduces

the intensity of the modulation in a given diffraction order. Operating

at frequencies low compared to the transit time will produce a percent-

age modulation in a given order approaching I00 percent, however

operation at the frequency equal to the reciprocal of the transit time

will reduce the modulation in a given order to about 30 percent of the

maximum.

These considerations are usually important when one is concerned

with highly efficient modulator systems. However, ultrasonic modulator

systems in their present state of development are not highly efficient

since the physical nature of the transduction system limits one to at

least 6 dB transduction loss with the most advanced experimental

transducers.

Summary and Tabulation

On the basis of the equations shown in Sections 7.3.1 and 7.3.2

the intensity in a modulated optical sideband produced by a traveling

ultrasonic wave is given by

j 01
Io - [ 2k Pij pV3s A

where A = d X h, the transducer area, for small values of the argument

or for optimum Bragg conditions, i.e., when the transducer is of
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sufficient length that a single Bragg maximum is produced. This can

be approximated by

/N 6 2\

I-i _r2 ( o P_i )(d)(SrfT X 107)

Io - 2k2 \ OVs /

Practical values of transduction efficiency T are of the order of i0 to

15 dB, corresponding to a power ratio of 0.1 to 0.03. Experimentally,

it is found that the Pij values range from 0.01 to 0.30 in most trans-

parent solids, so that it is advantageous to select materials with as large a

value of N 6 and as small a value ofpv 3 as possible.
O S

Assuming a d over h ratio oi 5:1, an RF power level of 20 watts,

and a transduction efficiency of 0.03, the term in brackets takes a value

of 3 X 107 The quantity _2/2k2 takes a value of 1.23 X 109 at a wave-

length of 0.633 _, 4.3 X 107 at 3.39 _ and, 4.38 X 106 _. An approxi-

mate table of values for I_i/I ° for various materials follows (Table 7-3).

Table (7-3) indicates the potential of KRS-5 and CdS as candidates

for producing 100 percent modulation at 6328 A with 20 watts of RF

drive power.

In the infrared region of the spectrum, Germanium and KRS-5

are the leading contenders for single sideband frequency translators

but the production of high percentages of modulation at infrared wave-

lengths will require prohibitively high RF power levels (--2kW). It is

important to realize that a good transduction system can change the

efficiency by a factor of 3 so that the possibility of 50 percent modu-

lation at 10.6 microns exists.
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Mate rial

Quartz

Cadmium Sulfide

Zinc Oxide

Silicon

Germanium

KRS5

LiNbO 3

Relative Elastro-Optic Coefficients

N 6
o 2

3 (Pij)
Pv s

0.63 _t 3.39 _t 10.6 _t

-18
1.07 × I0

-18
24.4 × 10

10 x 10 -18

2.66 x l0 "19

6.1 X 10 .18

2.5 x 10 -18

8.9 x 10

5.3 x 10

2.7 x 10
-o -,,

-18

-17

-17

4 X l0 -18

2 × 10 -18

-18
6X10

-17
4X10

2 x 10 "17

Modulation Ratio***

I l/I o

10.6 _t0.63

0.04

0.9

0.37

3.39 _t

3.4 × 10 .4

-3
7.8 x 10

-3
3.2 x 10

1.02 X l0 -3

6.8 x I0 -2

3.5 x 10 -2

5.3 × 10 .4

2.6 × l0 -4

7.9 x l0 -4

5.3 × l0 "3

-3
2.6 x I0

,, Z Z
"When the argument of sin (v/Z) _2(v/2) exceeds the range of validity of the

approximation, one must return to sin (v/Z) to avoid values of I_l/Io > 1.

**Most of the values of Pi: are estimated on the basis of the measured behavior of CdS
in the visible and CdS and Si_tt 3.39M. No actual measurements have been made at 10.6&

at this time.

***Values of the modulation ratio computed for 20watts of electrical driving power

applied to the transducer and 15 dB transduction loss.

Table 7-3. Elasto-optic performance parameters for

selected crystals.
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7.4 INTERNAL MODULATION

The term internal modulation is used to describe modulation

19
schemes performed within the optical resonator. This is also

referred to as coupling modulation.

Three such schemes have been demonstrated. These will be

discussed in the following sections. The common feature of these

schemes is to transfer a fraction of the internal laser power from its

original form, for which the resonator has a high Q (i.e., a high

reflection), to a form in which it escapes readily from the resonator.

This new form can be due to a modification of: {I) the polarization

direction, (2} the direction of propagation, (3) the frequency.

The amount of power coupled in this manner can be made, as

will be shown below, proportional to the (instantaneous) modulation

voltage so that a square-law detector will recover the modulation

signal.

The main advantage of these schemes over external modulation

is that by acting on the internal laser energy, which may exceed the

external power by more than two orders of magnitude, a given modula-

tion power can give rise to proportionally higher absolute modulation

of the output beam. This point will be discussed further below.

7.4.1 Internal Polarization Modulation

This form of internal modulation uses an electro-optic crystal

inside the resonator. The crystal orientation and biasing with respect

to the laser beam is identical to that which obtains when the same crys-

tal is used externally to amplitude modulate the beam, i.e., the crystal

couples a fraction

I sin 2 I-" (7-I0)-i-= 2
O

from the original laser polarization to one in which the optical E vector

is rotated by 90 percent degrees about the direction of propagation, r',

the optical retardation, is given as in Section 7.2, by

_ 2w______N 3rE
r _ k o
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for the transverse (to the direction of propagation) mode of operation.

r is the appropriate electro-optic coefficient and E is the transverse

electric field applied to the crystal. The other symbols are defined

in Section 7.Z.

In order to have a useful modulation scheme a way to couple out

the modified radiation must be devised. This can be done by a polariz-

ing prism (such as Rochon or Glan-Thompson prism) which separates

the two incident polarizations, or, less efficiently, by Brewster win-

dows which reflect a fraction, typically "_ Z0 percent - 60 percent, of

the second polarization.

As an example, consider the case when the applied field consists

of a dc bias plus a time dependent modulation field, i.e.,

E : E B + Era(t)

letting 2_/k N 3 r = a, we have from (7-10)
o

2

I = __(E B +2-- Era)
o

2

for

[" = aE << i

or when

E << E Bm

2

I ~ a (E 2 2EBE]-- = --4 B + m )
o

The radiation coupled out of the cavity is thus in the form

I a2 [E 2 2EBE m(t_I _ o-4-I" B +

and thus has a modulation index of m

detector will yield an output

Idetector _ IoEBEm(t)

: ZEm/E B. A square law

(7-11)

thus recovering the original information signal Em(t).
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The advantage of the internal scheme is now apparent. The

radiation intensity inside the laser exceeds that outside by a factor

equal to the inverse of the mirror transmittance. For l percent

transmittance, to use a common value, (Io)int/(Io)eXt = 100. It

follows then from (7-ii) that for a given modulation signal and the

same EB, the detector output is larger by 100.

A schematic diagram of a polarization modulation scheme is

shown in Figure 7-12.

7.4.2 Other Methods of Internal Modulation

Another mode of internal modulation is based on the reflection

2O
of light from traveling sound waves. A sound wave traveling in a

medium (solid or liquid) placed inside the resonator intercepts the

optical beam at the Bragg angle. The spatial modulation of the optical

dielectric constant which is proportional to the local strain, acts as a

diffraction grating and scatters a portion of the laser energy into the

various diffraction orders. The amount of scatter intensity is propor-

tional to the modulation acoustic power. In addition, the scattered

beam is Doppler shifted in frequency by the acoustic frequency. One

scattered beam is shifted upwards while a second scattered beam,

emerging in a direction opposite to the first, is shifted downwards in

frequency.

A third scheme consists of shifting a fraction of the internal

energy in frequency and then extracting the frequency-shifted power
21

by an etalon mirror which has a pass-band at this frequency. The

ROCHON

PRISM

/

ELECTRO-

OPTIC

CRYSTAL

Figure 7-12. Laser oscillator with internal

polarization modulation.

4//I
11
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internal frequency shift is performed by low index phase modulation

inside the laser resonator by an electro-optic crystal which has an

induced optical axis parallel to the optical electric field. The amount

of power coupled by this scheme and its dependence on the modulation

voltages is similar to that described in Section 7.4.1. A schematic

diagram of this scheme is shown in Figure 7-13.

This scheme suffers from the disadvantage of requiring an

acoustic transducer which has to have a bandwidth comparable to that

of the information.

Several techniques of frequency modulation and translation of

optical laser beams have recently been reported which employ electro-

optic modulators mounted within the Fabry-Perot resonant structure

of the laser. Two such devices which perform quite different operations

will be discussed here briefly.
22

The first system, illustrated in Figure 7-14 is basically an

SSBSC modulator and is related to the two-element scheme described

in Section 7.2.3.?. The basic components of this system consist of a

Nicol prism or its equivalent, an electro-optic modulator, a k/8 wave

plate, and a highly-reflective mirror. In Figure 7-14, the Brewster

window of the laser serves as the Nicol prism.

Operation of this configuration is as follows: The vertically-

polarized laser beam traverses the modulator whose induced axes of

LASER TUBE

Figure 7-I 3.

ETALON MIRROR

TUNED TO Wo+ _ m

ELECTRO-OPTIC

PHASE MODULATOR

I
m

V, COS w m t

Laser with coupling modulation by

internal frequency shifting.
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MIRROR

LASER

f o :VERTICAL POLARIZATION

fo + fm : HORIZONTAL POLARIZATION

Figure 7-14.

+ fm MIRROR

A/8 PLATE 1

MOD ULA TOR

I - 1
" 8 -_!

Internal SSBSC modulator.

birefringence lie at 45 degrees to the vertical. The beam then passes

through the eighth-wave plate and is reflected from the end mirror,

located a distance k /8 from the center of the modulator, where k
m m

is the free-space wavelength of the modulating signal. The return

beam after traversing the k/8 plate and modulator now contains a

horizontal component shifted in frequency by fro' and part of this is

reflected out of the laser by the Brewster window. The double pass

through the eighth-wave plate has the effect of rotating the modulator

through 45 degrees for the return beam, and the round-trip photon

transit time between modulator and mirror provides the 90-degree

phase shift of the modulating signal.

This system can be used outside the laser as well, provided a

real Nicol prism and additional reflector are used. In either configu-

ration, the amplitude of the extracted beam is proportional to J
1

(Fo/_/2) , as with the previous two-element modulator.
23.

The second type of internal device is simply an electro-optic

modulator, oriented for pure phase modulation; i.e., the principal

induced birefringent axis is parallel to the vertical polarization of the

laser mode. When the modulation frequency is adjusted to be approxi-

mately but not exactly equal to the laser axial mode spacing, the laser

mode can be made to oscillate with FM phases and nearly Bessel

Function amplitudes. Thus the output is forced into the state of a
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frequency-modulated optical signal which is swept over the entire

Doppler-line-width at the modulation frequency.

This scheme promises to have valuable applications in some

communication systems, but it appears to have a limited information

bandwidth capability.

It should be pointed out that internal modulation schemes result

in a compromise in laser design which may deleteriously effect the

communication system. The mode selection problem becomes more

severe and the laser output power is necessarily reduced because the

reflection at the output mirror must be increased to compensate for

the losses introduced into the cavity by the modulator.

7.5 MODULATOR PERFORMANCE-MODULATOR/BURDEN

RE LATIONSHIPS

It is premature at this time to make an assessment of the

performance and burden characteristics of optical modulators which

will have continuing value to the designer of laser systems for space

communications and tracking. Very great progress has been made in

the past few years in the development of optical modulation techniques.

This work has demonstrated that all forms of modulation can be

impressed on optical carriers in the band between 0.4 and 1.5 microns

with laboratory apparatus. At wavelengths longer than 1.5 microns

optical modulation technology is in a more primitive state wherein the

available physical processes -- primarily electro-acoustic -- have pro-

vided modulation bandwidths far short of those believed to be needed

in optical space communications systems. Research and development

of acoustic modulation techniques is progressing at a moderate pace,

but we believe it is too early to accurately assess the outcome of this

work in terms of practicality for space system applications. Another

possibility is that electro-optic crystals having suitable IR transmission

will become available and provide the basis for extending the more

advanced electro-optic modulation technology. Single-domain ferro-

electric crystals, such as LiNbO 3 and LiTaO3, which are transparent

from 0.4 to nearly 5 microns and which possess a strong electro-optic

effect, are now being successfully grown on a modest scale.
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As implied in the above discussion, most of the development of

optical modulation techniques has been carried out at the level of

laboratory experimentation, with very little effort devoted to engineer-

ing for sophisticated applications. This laboratory type of work needs

to be continued because the eventual achievement of acceptable per-

formance versus burden characteristics of modulators for space optical

systems probably can only be accomplished by the combined results of

better materials and more efficient interaction structures, followed by

intensive engineering development.

Table 7-4 is presented merely as a preliminary data sheet to be

used with these precautionary remarks in mind. Some of the data

presented are ambiguous because the same ground rules are not used

in defining terms. For example, the 3dB bandwidths in some cases

refer to the inherent bandwidth of the modulator interaction structure,

while in other cases the value defines the operating performance of a

specific experimental modulator when it is driven by a specific driver.

In some cases the usable bandwidth depends on the combined charac-

teristics of the modulator and the driver. The weights and sizes

shown for some of the modulators are values obtained when negligible

emphasis was placed on these characteristics.
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7.6 NOMENCLATURE

F

F
O

I
o

Nx, N ,N
y z

N
o

N
e

k

r63, r41,

gll' glZ'

E

E
m

V

V
m

Co
m

m

mo

1

etc.

etc.

relative phase shift between principal components of a

polarized light beam induced by a birefringent element;

e. g., an optical modulator.

peak value of Y

output intensity of a modulated light beam.

beam intensity at input to modulator

principal refractive indices of an optical material for

light polarized in the x, y, z direction, respectively.

ordinary refractive index of a birefringent material

extraordinary refractive index of a birefringent
material

optical wavelength

linear electro-optic (Pockels) coefficients

quadratic electro-optic coefficients

electric field, DC or AC

electric field, specifically an applied modulation field

voltage, DC or AC

voltage, specifically an applied modulation voltage

electric field of an optical beam

x, y components of an optical electric field

horizontal, vertical components of an optical electric
field

2Tr times an optical frequency

27r times a modulation signal frequency

modulation index

effective modulation index of the ith harmonic of a

modulation signal
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£

£,

E If

k

B

Ch' ¢

®

tan 6

M

M.
I

@

V, V
x y

V
o

Jn (x)

B° ._

i]

Pijk

rlk

Kij,

S,

J

kL

)ks

Bjk, etc.

etc.

permittivity or inductive capacity of a dielectic

me dium

real part of £

imaginary part of

temperature coefficient of natural birefringence

the Kerr constant

total phase retardation of the horizontal, vertical

components of an optical beam

temperature in degrees C (or K)

loss tangent of a dielectric material

general symbol for a 2 by 2 matrix operator

th
matric operator representing the i member of a

series of optical elements

an angle, usually representing relative orientation of

two coordinate systems

x, y components of an applied voltage

amplitude or peak value of an applied voltage

th
n order Bessel function of an argument X

the dielectic impermeability tensor or indicatrix, a

dimensionle s s quantity

the elastro-optic coefficient of the medium, dimension-

less

the strain induced in the elasto-optic medium,

dimensionle s s

the dielectric constant of the medium, a dimensionless

quantity

a strain component of 7]k for a principal crystallographic
direction

the free space wavelength of the optical beam

the sound wavelength in the diffracting medium
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S
a

Srf

P

v
s

T

A

f
o

f
s

n

I i, I ,- O

d

h

D

I+ 1

the dimensionless Raman-Nath parameter and is equal
to ZTrdZ_N /_

the acoustic power density in ergs per second per

square centimeter

the total radio frequency or microwave frequency

power input to the transducer

the density of the medium

the velocity of sound in the medium in units of centi-

meters per second

the transduction efficiency, dimensionless

the transducer area

the frequency of the optical wave

the frequency of the ultrasonic wave

the diffraction order number

the intensities of the n = -i, n =0, and n = +l order
diffracted beams

the transducer length along the light path in centimeters

the transducer height in centimeters

the focal length of a lens

a laser beam diameter
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8.0 ACQUISITION AND TRACKING

8.1 INTRODUCTION

8.1.I Study Status

The study effort of acquisition and tracking has been directed

towards the following goals: (i) gaining a thorough understanding of

the basic constraints within which the system must operate and (2)

examining the effects of these constraints on some general configura-

tions. As a result, detailed additional burden relationships, beyond

those given in the Phase I Final Report, have not been derived. Also,

the documentation of the acquisition and tracking state-of-the-art has

proceeded at a low level.

The material contained in this section is organized as follows:

Subsection 8.2 is devoted to general theoretical considerations affecting

both the vehicle and earth-based systems. In addition, the DSV

acquisition and tracking systems are considered, including a detailed

treatment of the sources and effects of noise and angular errors. This

subsection contains a discussion of the tracking problem with respect

to the earth station and includes a brief discussion of the problems

associated with a near-earth relay satellite.

Subsection 8.3 has preliminary performance data relevant to the

state-of-the-art in star trackers and sun sensors. Subsection 8.4 is

devoted to burden relationships of the acquisition and tracking system.

Subsection 8.5 gives the nomenclature, and subsection 8.6 is a list of

references.

8.1.2 Summary of the Study durin_ the Last Quarter

The two factors which heavily influence the design of the deep

space acquisition and tracking system are: (I) the long range with its

associated transit time of an electromagnetic signal, and (2) the extremely

narrow bea_nwidths required for high data rate communications.

At ranges greater than 107 n. mi., the signal transit time becomes

on the order of minutes; indeed, during the terminal phase of a typical

8-I
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Mars mission, the round trip transit time is approximately 15 to 20

minutes. Under such circumstances, the operation of the Deep Space

Vehicle (DSV) transmitter - receiver system in a closed loop mode

with the earth is greatly complicated, if not precluded. Therefore,

the tracking and pointing error signals, which are the inputs to the

attitude control systems must be generated internally, i. e. , without

feedback from the earth. When this restriction is combined with the

extreme pointing accuracies dictated by beamwidth in the range of

l to 50 _rad, one sees that the tracking problem is unlike any previously

encountered. In addition for relative tangential velocities greater than

zero, the aberration of light becomes important. In fact, if the tangential

velocity of the receiver relative to the transmitting station is such that

the receiver will move during the electromagnetic transit time, a dis-

tance greater than that projected by the transmitting beam, it will be

necessary for the transmitter to lead the receiver by some angle.

Thus, very narrow beamwidths impose a prediction tracking require-

ment on both the DSV and earth station transmitters.

Atmospheric perturbations must also be considered. In an earth

based station, the perturbations to the transmitted and received radiation,

due to the effects of the atmosphere, must be included in the design

study. Attenuation due to scattering and absorption degrades the signal

strength with an attendant degradation of the discrimination ability.

There are several other atmospheric effects which affect the

acquisition and tracking. These are associated with anomalies due to

turbulence and other atmospheric inhomogenieties and may be critical

to the design study. Beam steering, scintillation, and quivering are

among the important effects. These are discussed in some detail in

Section 12.0, "Background Radiation and Atmospheric Attenuation".

In discussing the acquisition and tracking problem as it specifically

relates to the DSV, it is first necessary to investigate the relative

advantages and disadvantages of manned versus unmanned vehicles.

This is done in the following subsection. Unmanned missions, of course,

are not subject to man-induced motions and the burden they impose on

the attitude control system. On the other hand, the versatility of an
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astronaut and his ability to make accurate measurements with

comparatively crude instruments could eliminate many of the problems

associated with acquisition, tracking, and lead angle determination.

In this report, the primary emphasis is on the unmanned deep

space mission, with the receiving terminal located either on the earth

or on an earth satellite. Future reports will investigate manned

missions and communication between two deep space vehicles.

In general, the DSV acquisition and tracking system differs from

the earth-station system in three areas: (1) the higher data rates used

in the DSV to earth communication link, (2) DSV available size and

power restrictions; and (3) DSV environment restrictions. Areas (I) and

(2) combine to dictate a narrow beam. The absence of an atmosphere

aids in making such a narrow beam possible.

Boresight considerations and the requirement of adjustable lead

angle indicate that the transmitter and receiver should use the same

optical system.

The acquisition of the earth beacon by the DSV will procede in

three steps: (I) approximate orientation of the receiver axis along the

proper LOS; (2) search, and (3) transfer from search mode to the

tracking mode. The use of a sun sensor and a star tracker with the

predicted LOS as given by the DSIF will serve to accomplish the initial

orientation of the receiver axis to within ± 40 _rad (rms).

Transfer from the wide-angle mode to the narrow-mode may be

accomplished in several discrete steps or, possibly, continuously with

a zoom lens. These are considered in more detail late in this section.

Once acquisition is complete, the LOS must be tracked and the

telescope pointed to within a fraction of a beamwidth. Such accurate

pointing almost certainly requires a body-fixed telescope for narrow

beams (e.g., 1 to 50 _rad). The most promising method of control

then appears to be a system of momentum storage device; in particular,

inertial flywheels.

The pointing system will consist of: (1) the spacecraft attitude

control system for coarse pointing; (2) a two-axis system to orient the

entire telescope or, alternatively, an associated mirror system, and
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(3) an internal beam deflector to produce the variable lead angle.

Again, these are considered in more detail later in the section.

Stabilization of the vehicle is obviously integrally related to its

pointing (and tracking) capability. The vehicle must be designed care-

fully to minimize external and internal torquing effects and sensing

techniques, accurate to a fraction of a Mrad/sec, must be developed.

Reaction wheels show the most promise of fulfilling requirements

of fine vehicle stabilization. They will be investigated in more detail

and the state of the art will be documented during the next quarter.

8.1.3 Study Plan for Next Quarter

The study next quarter will consist of a broadening of the theory

section in this report, with special emphasis on the deep space vehicle,

the earth station, and earth satellite terminals for unmanned missions.

Vehicle attitude control will be examined in more detail to determine

the tradeoff parameters for weight, size, propellant consumption, and

reliability in terms of control limit cycle magnitudes and types and

accuracies of inertial measuring devices required.

Vehicle attitude parameters thus obtained will provide the details

for an investigation of the types and sizes of gimbals required for the

communication system. A program will be initiated for simulation of

logical servo systems to determine the major servo system gains and

the compensation networks which will be required. Additional emphasis

will be placed on the specific error anticipated in each type of system

investigated. Recommendations for gimbal placement and alignment

within the vehicle will be made to minimize the effects of vehicle rates.

A section on the probability of acquisition, and probability of loss

of a tracking beacon, in the presence of background noise will be included

to consider both the earth and stellar backgrounds for the DSV and the

earth satellite receivers, and the stellar and atmospheric backgrounds

for the earth station.

Performance studies will be continued for star and sun sensors

and momentum storage devices.
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8.2 GENERAL THEORETICAL CONSIDERATIONS

8.2.1 Geometrical Considerations

Acquisition and tracking is concerned with maintaining a line-of-

sight; yet line-of-sight is an ambiguous term for a deep space mission.

Actually there are two line-of-sight position vectors, neither of which

physically terminates at the earth or DSV. For this report the LOS

vectors are defined in Figure 8-I. These vectors will be called the

earth-to-deep space vehicle (E-DSV) and the deep space vehicle-to-

earth (DSV-E) vectors, respectively. Actually the DSV-E line-of-sight

vector is directed to a point in space where the earth was when the

received light left the earth on its way to the DSV. Similarly, the

E-DSV line-of-sight vector is directed to a point in space where the

DSV was when the light left the DSV. Clearly both the earth's receiver

and DSV's receiver must be directed along the E-DSV and the DSV-E

line-of-sights, respectively.

/EARTH TO DSV

-,.,,,.- / \--o<Fx)x

_;_ __27_'_''_R_ _ _.

Figure 8- 1. Earth and DSV line-of-sight geometry.
DSV-to-Earth LOS shown at instant a

signal received from earth. Earth-to-

DSV LOS shown as a signal is received
from DSV.
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The transmitters must each be directed to points in space where

the respective receivers will be when the transmitted light gets there.

Thus a lead angle s T is required for both the earth transitter and DSV

transmitter. If atmospheric effects are neglected, ST(Earth) = _T(DSV).

In this case the earth transmitter pointing vector will be parallel to

the DSV-E LOS. Likewise the DSV transmitter will be parallel with

the E-DSV LOS. Atmospheric effects will cause the transmitted beams

to be distorted and bent. This effect is not self compensating since

the effect is different for a far field wave front than for a near field

front. Thus ST(Earth) _ _T(DSV) in general. This effect must be

accounted for if it is desired to update the DSV lead angle from knowledge

of the earth's lead angle.

It can be shown that the lead angle is a function of relative

tangential velocity where

2V T

ST - C

For interplanetary missions typical relative velocities are on the order

of 5 to 10 miles/sec. Thus values of s T are on the order of 50 to 100

microradians. For a beam width greater than 100 micro-radians, as

used in long wavelength transmissions, the concept of lead angle is not

important and the LOS vectors can be considered parallel.

In this study we will be considering beam widths of the order of

one microradian. Thus the lead angle and LOS distortions are of

critical importance.

8.2.2 Atmospheric Effects

The main effects of the earth's atmosphere on the acquisition

and tracking problem can be divided into four categories:

I. Attenuation due to scattering and absorption of the incoming

or outgoing radiation by the various atmospheric constituents;

2. Beam spreading due to turbulence;

3. Beam steering or deflection due to refraction;

4. Scintillation (or twinkling) - variations in received and

transmitted power produced by inhomogenities and turbulence.
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Section 12.0 gives a reasonably complete discussion of attenuation

effects. On a clear day, except for occasional cloud obscuration, less

then i0 percent of the transmitted or received power is lost. Natually,

as the visibility decreases the power loss increases. Under severe

conditions - e.g., heavy fog - the power transmitted through the

atmosphere approaches zero. However, for a suitable choice of trans-

mitting and receiving stations, the effects of atmospheric attenuation

should not be unduly restrictive.

There is a scarcity of available quantitative data on the effects

of turbulence on beam divergence. Qualitatively it should be noted

that there is a fundamental difference between the fluctuations in

signal level during transmission and those during reception. During

reception, although diffraction at the spacecraft spreads the beam over

a large portion of the earth, all the energy incident on the receiver

aperture can be detected if a sufficiently large field stop (detector) is

used. However, during transmission, only that portion of the beam

that leaves the atmosphere in the direction of the spacecraft is used.

There is only a slight spreading of the beam during passage through

the atmosphere, but angular or phase disturbances are created because

the plane wave front has been distorted. These disturbances may

result in a large spreading of the beam after subsequent propagation.

Angular divergence here, perhaps not yet affecting beam diameter

because of the large initial diameter, will ultimately be the determining

factor in beamspread. In antenna phraseology, the top of the atmosphere

is still in the near-field region of an optical transmitter. The basic

difference between transmission and reception can be summarized as

follows: in transmission, cumulative phase fluctuations (which cause

angular divergences) are important; however, in reception, only the

cumulative amplitude fluctuations (produced by phase fluctuations near

the top of the atmosphere) are significant.

Beam steering arises from time-dependent atmospheric

inhomogenities - e. g., turbulence - and from time-independent

inhomogenities, such as steady state density gradients. It introduces

an inherent angular error in specifying the true direction of the
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earth-to-DSV line of sight vector. This in turn means that the

earth-based transmitter must broadcast over a correspondingly wider

angle to insure that the DSV is illuminated.

The amount of beam deflection which can be expected depends

directly on the strength of the turbulence. As the turbulence goes from

weak to strong, beam steering angles typically vary from ±ito±15_rad

(rms). Very strong turbulence can produce deflections on the

order of +50 _rad (rms). In addition, the apparent direction of the

LOS will vary in time due to quivering at frequencies on the order of a

hundred cps or less. These (relatively) rapid angular variations can

amount to the same order of magnitude as in the slowly varying part

mentioned above.

Note that the upper limits quoted refer to daytime activity. At

night the turbulence decreases sharply due to the decrease in thermal

gradients.

Scintillation introduces random angle noise into the angle trackers

with a power spectrum that varies as f-2/3 near dc and has a high fre-

quency cutoff determined by wind velocity. For large aperture tele-

scopes this cutoff will usually occur at only a few cps.

8.2.3 Manned Versus Unmanned Vehicles

The advantages of a manned mission from an acquisition and

tracking point of view are manifold. In conjunction with an on-board

computer, man can make very accurate course and attitude correction

and navigational sightings. Thus man is better capable of determining

the DSV's course, attitude, and position than is the earth. Furthermore

the astronaut can align an inertial platform reference device and make

corrections for drift. Two other important advantages of manned flight

are the facts that continuous tracking and attitude control are not

required as are for the unmanned mission. Amanned mission has the

added advantage of accurate lead angle alignment, eliminating the errors

associated with the servo device necessary to the unmanned system.

The lead angle may be read out with optical techniques and adjusted

when desired. An additional advantage to a manned mission is the
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ability of the man to perform routine maintenance and repairs; an

unmanned mission would require completely redundant systems for

the equivalent reliability.

The primary disadvantage of a manned mission is the effect of

man motion on the spacecraft, with resulting additional stringent

restrictions on the tracking and pointing control system in order to

avoid degradation of the tracking and pointing accuracy. A second

disadvantage is the requirement for larger gimbal angles capabilities.

A man in the spacecraft will undoubtly require freedom of spacecraft

orientation for observation during communication, especially for

planetary observation.

For the manned mission several disadvantages may be circumvented

and several advantages of the unmanned system acquired if a separate

"satellite" vehicle were used. Such a vehicle would be maintained by

the astronauts if it could be repaired, the lead angle accurately set,

and a platform could be used and aligned. When communication is

desired, the satellite vehicle could be separated from the mother

vehicle, and maneuvered in space by remote control. The satellite

vehicle might be tethered to the mother vehicle or rendezvous techniques

used for retrieval when repairs, alignments, course changes, etc.,

are to be made.

An unmanned mission will have the restraints of continuous

tracking and continuous attitude control. An inertial platform reference

device is not feasible for this system since drift correction would be

very difficult. In place of a platform, star trackers and sun sensors

could be used for attitude reference and control.

The general block diagrams for the unmanned mission and for

the satellite vehicle of the manned mission are shown in Figure 8-2 and

8-3 respectively. For both missions, the electromagnetic transit

delay is involved twice in the DSV-E-DSV communication loop. Cross-

coupling of the dynamic relationships is indicated by the dotted lines.

An inertial platform and rate gyro stabilization is used on the satellite

vehicle for the manned missions. Due to offset and drift problems,

star trackers (or similar devices) are used for rate and attitude
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Figure 8-2. Deep space vehicle communication control

system block diagram for a manned mission.

stabilization for the unmanned missions. The computer shown is

intended for the complex navigational and lead angle con]putations.

However much of this burden may be removed by an earth based com-

puter utilizing the predictive capabilities of the DSIF.

8.2.4 Deep-Space Vehicle Station

The station at the DSV end of the communications link and the

earth station are similar, in that both consist of input and output devices,

a transmitter, a receiver, a tracker, and signal processing electronics.

Three important differences are the higher data rate assumed to be

required for DSV to earth transmission, available size and power in

the DSV, and environment of the DSV. As a result of the first two

differences, a narrower beam is required for the down link and as a

result of the absence of an atmosphere at the DSV, such a narrower
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Figure 8-3. Deep space vehicle communication control

system block diagram for an unmanned

mission.

transmit beam is possible. The details of making the use of a very

narrow transmitter beam (in the range of 1 to 50 microradians) feasible

are the major tasks of the optical and mechanical design of the space-

craft telescope. Accurately pointing and controlling such a narrow

beam are the major tasks of the acquisition and tracking control system.

In order to insure boresight integrity between the DSV transmitter

and receiver, they should use the same primary optical system. If the

transmitter and receiver use different wave lengths, separation of the

transmitted and received signals can be accomplished spectrally, and

the full aperture can be used for each. The exact spectral separation

is an optical problem and will not be discussed in this section.
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8.Z.5 Earth Acquisition by the DSV

In order for the DSV to acquire the earth, an adequate earth

beacon is assumed. Thus, the problem of acquisition reduces to one

of orienting the DSV receiver field-of-view such that the earth beacon

falls within it.

The sequence of events for the acquisition and stabilization is

described in the following paragraphs. Block diagrams of the vehicle

control system are shown in Figures 8-4 and 8-5.

The spacecraft must first be oriented such that the earth falls

within a solid angle specified by the system gimbal limits. This is

accomplished as follows: any large residual angular rates are first

eliminated through operation of gas jets controlled by signals from a

set of three rate gyros, one for each principal axis. The vehicle will

then be oriented to point the telescope directly away from the sun by

means of the gas jets and two-axis sun sensors. Roll rate about the

telescope axis will be reduced to the limit cycle and held. Attitude

signals for the pitch and yaw axes will be generated by the sun sensors,

SHAPING

I
I INTEGRATOR ,t

GAS JETS

WHEEL

0c

RATE GYRO I

VEHICLE
DYNAMICS

Tw

STAR

r

TRACKER

Figure 8-4. Unmanned DSV roll control system.
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which are nulled when the telescope looks away from the sun. Next is

the acquisition of the roll reference star (Canopus or a similar star)

by the roll star tracker. This will be accomplished by a command roll

rate about the sun line of sight (via gas jets) until the reference star

enters the field of view. The generated star tracker error signal is

then switched into the roll loop and acquisition is accomplished in the

same manner as in the pitch-yaw axes. Care must be taken to select

the vehicle search rate small enough that the reference star may be

acquired before the star passes through the field of view. Acquisition

of the star line-of-sight is now completed and an inertial reference has

been established. Command signals are now given for a preprogrammed

attitude maneuver and the spacecraft is rotated to point the telescope in

the vicinity of the earth. (At near earth ranges, the horizon sensor can
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be used at this point. ) When limit cycle operation has been achieved,

the system is ready for the second phase of the acquisition.

The volume of space to be searched is scanned by the receiver

using the telescope in a wide angle field of view mode. The scan optics

of the telescope start at the edge of the solid angle and search toward

the telescope axis until the earth beacon is detected. When the beacon

is detected, the error signals are switched into the gimbal drives of the

telescope and the telescope axis is oriented along the DSV-E line-of-

sight. The system is now in a coarse error detection mode.
The space vehicle's communication system is now switched from

the wide-angle search to the narrow angle track mode. It may be

necessary to do this in several steps if the wide angle tracking error

is greater than the telescope's narrow angle field-of-view. A zoom
lens could be used to advantage here. If the "zoom" were slower than

the response time of the gimbal control system, the pointing error

could be corrected during the beam narrowing period. The system is

now in the fine error detection or tracking mode of operation.
The sensor can now be switched out of the vehicle pitch-yaw

control channels, and be replaced by the tracking error signals. The

star tracker must be retained however, since the two-axis error infor-
mation cannot be transformed into three-axis control error commands.

This marks the completion of the acquisition sequence and tracking

control mode begins.
The initial step in the acquisition phase - namely, orienting the

spacecraft such that the earth falls within a solid angle specified by

the gimbal limits - may be discussed more quantitatively if it is
assumed that the predictive capabilities of the DSIF tracking system

are utilized.

Relative tangential velocities can be computed by the DSIF to an
accuracy better than ±5 meters/sec. 8-i If the error in the relative

tangential velocity, VT, is designated as AV T, and assuming that

_rT _ 0 between interrogations, then the resultant angular error due to

incorrect prediction of the rotation of the LOS is

AVT (T1) • (8-1)AOp - R
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where T l is the desired time between successive interrogations and
R is the range. A@ is given in Figure 8-6 for ranges typical of a

P
Mars mission.

The accuracy with which the direction of the earth-to-DSV LOS

vector may be determined is limited by beam steering due to atmospheric

effects to about ± 1 _rad for excellent conditions and to ± 15 _rad in the

presence of strong turbulence. Therefore, for T 1 less than a day or
so, the DSIF may predict the direction of the earth-to-DSV LOS vector

to within ± 20 _rad. Presumably the accuracy to which the lead angle

can be calculated falls well within this range so that the direction of

the required DSV-to-earth LOS vector can be specified to within

±20 _rad.

Finally, the errors associated with the star and sun sensors will

contribute to the uncertainty in positioning the DSV transmitter some-

thing on the order of 20 to 30 _rad. The end result is that the DSV

transmitter axis can be pointed to within ±40 _rad (rms) of the correct

DSV-to-earth LOS. Since the earth subtends an angle of 30 _rad at

Mars ranges, the initial acquisition of the earth beacon can be pro-

grained to a large degree to speed acquisition.

8.2.6 DSV Tracking and Pointing Loops

Accurate pointing of the large massive structures such as the

telescope proposed is most efficiently done by having the entire space-

craft react to the torquing of a small inertia wheel type control system.

However, in certain applications, special forces may disturb the

spacecraft (e. g. , man motions) or it may be required to point simul-

taneously two telescopes in different directions. In such circumstances

the telescope must be free to move relative to the spacecraft, and a

means of controlling the telescope must be provided.

If the laser transmitter and receiver use common optics, a means

of pointing the transmitted beam with a variable lead angle from the

received beam is necessary. In general, the pointing system will be

composed of the spacecraft attitude control system, a two-gimbal
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system to orient either the entire telescope assembly or an associated

mirror assembly, and an internal beam deflector within_the optical

a ss embly.

The spacecraft attitude control system serves to point the

telescope in the general direction and to provide a limit cycle type of

attitude control. Propellant consumption is inversely proportional

to the attitude and rate limits. A very tight limit cycle requires high

propellant consumption even with an inertial wheel control system.

The vehicle control system block diagrams are shown in Figures

8-4 and 8-5. A block diagram of the two gimbal system used to point

the telescope is shown in Figure 8-7. Tracking error signals are used

for the attitude feedback loop and tachometers are used for rate stabili-

zation. A drawback to rate gyros is that the reference axis may be

rotating. In this case the desired rate stabilization signals are pro-

portional to the rate of deviation from the rotating reference; however,

rate gyros do sense absolute angular velocities.

There are several synthetic rate schemes for stabilization which

will be investigated for the next report. Three promising schemes are

the phase-plane logic scheme, the differentiating gas jet scheme for

vehicle attitude control, and the derived-rates scheme for the gimbal
8-2

stabilization loops.

Typical tracking rates and accelerations for a 174 day Mars

mission are shown in Figure 8-8.8-3 Due to the low tracking rates

involved, a Type I servo system is considered for the telescope

stabilization and tracking system.

Using the error signals derived from the optical tracking error

sensors in the telescope, and information from the DSV computer and/

or predictions made by the DSIF system, the beam deflecting system

must give a transmitted laser beam the proper lead angle and also

point the beam with an error appreciably less than the transmitted

beam width. For beam widths of 1 to 50 microradians, this pointing

accuracy must be within 0.1 to 5 microradians respectively. From

Figure 8-8, the maximum lead angle is shown to be approximately 65

microradians. Amirror used to fold the laser beam may be gimbaled
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and used for this purpose. This mirror assembly could be a two

gimbal affair, or a single gimbal for the pointing angle (aT + {_T ) if

the rotational component (_T + _T ) is removed by a rotating prism

or by attitude control of the spacecraft. It is shown elsewhere in

this section that the lead angle and its perturbations are much more

critical than the rotational angle. Thus, a single axis pivot to

compensate for s T might be the most logical choice.

8.2.7 Stabilization Techniques

Torquing methods for use in the communication control system

are summarized in Table 8-I. Reaction jets will be required to damp

large vehicle rates during initial acquisition and during periods of

communication and tracking beacon loss. Electromagnetic field sensing

devices are attractive; but in deep space, the fields are too weak for

precise control, thus ruling out such devices. Gyroscopes are

not suitable since they have extensive drift, null-offset, and reliability
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Torquing Method

Gyro-torquers

C ontinuou s-

running reaction

flywheels

Major Advantages

Less electrical power

Major Disadvantages

Reaction jets

required than with

reaction flywheels

Feasible and simple

means of momentum

storage; flight demon-

strated performance;

precise and smooth

fine pointing control

Rapid action; com-

pressed nitrogen is
attractive because it

is noncontaminating

and flight demon-

More complex than

reaction flywheels ;

wheels run at full

speed continuously;

potential bearing

problems

Momentum unloading

required for secular

disturbance torques;

wheel speeds must be

kept reasonable;

potential bearing

problems

Stored fuel is con-

sumed; possible

leakage; many pro-

pellants can contami-

nate; excessive

Solar dynamic

pressures on
movable vane s

Gravitational

gradient torques

Controlled current

coils

strated; water rocket

is also attractive

No stored fuel

expenditure

No stored fuel

expenditur e

No stored fuel

expenditure; reliable

solid-state circuitry

propellant usage for

fine pointing

Forces too weak for

precise control of

synchronous attitude ;

complex computations

required for nonsolar-

oriented spacecraft

Fields too weak for

high precision control

in deep space

Required field sensing;

weak fields in deep

space

Table 8-i. Stabilization and control system

torquing techniques summary.
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problems. Reaction wheels show promise for fine attitude control

and will be investigated further.

Attitude sensing methods are summarized in _fable 8-2. The

relative merits of each sensing technique will depend on the quality

of attitude control required. The earth beacon sensor is an obvious

choice for this study. The stable platform is applicable to manned

missions where it can be aligned and drifts corrected periodically.

The fields in deep space are too weak for the ambient field sensors.

Rate gyros, like platforms, when used as attitude sensing devices

require drift correction and thus are not promising for unmanned deep

space missions. In addition to the earth beacon sensor, the most

promising instruments are the sun sensors and the star trackers.

These instruments are simple, rugged, and reliable. They do however,

have relatively high power and weight requirements.

The most difficult aspect of stabilization to the accuracies

required for the DSV is associated with the generation of error signals

of sufficient resolution and the alignment of the sensor sensitive axes

with the control axes. The extreme precision control required neces-

sitates selecting a vehicle configuration that will minimize the external

disturbance torque effects, as well as minimizing internal disturbance

torques caused by inertial crosscoupling, equipment motion, temperature

gradients, etc. Disturbance torques due to internal moving parts can

be minimized by restricting activity during the fine tracking. However,

disturbance torques due to inertial crosscoupling can be significant

unless care is taken to balance the vehicle such that the inertias in all

three axes are approximately equal. In addition care must be taken to

minimize the angular momentum stored in the vehicle.

Inertial reaction devices, which are also momentum storage

devices, are attractive for steady-state control in either a fine or

coarse mode and in the presence of both cyclic and secular external

disturbance torques. The advantage of momentum storage is that

disturbance torque effects can be transferred to the momentum storage

device with minimal effects on vehicle motion. The disadvantages are;

(1) the momentum must be eventually removed, and (2) the net angular
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Sensing Method Major Advantages

Stabilized platform

with gyros

Ambient field

sensors (gravity

gradient, magnetic,

etc. )

Sun sensors

Earth beacon

sensor

Rate gyros

Star sensors

Wide angle coverage;
no field-of-view

acquisition; rate mode

for nulling tumble

rates

Simple, relatively

passive sensors

Simple, reliable

devices; no moving

parts; flight demon-

strated; lightweight;

minimum power

Provides earth line-

of- sight; applicable
for coarse mode

operation with gim-

balled telescope;

flight demonstrated

Lightweight; low power

can be used for tumble

rate nulling

Provide accurate roll

reference for coarse-

fine modes; flight
demonstrated

Major Disadvantages

Complex; heavy; must

be updated due to

drift and orbit rate;

I to 2 year lifetime

imposes questionable

reliability; large

Fields too weak and

unpredictable in deep

space, unless near

planet

Pointing accuracy

presently limited to
_:I0 arc sec unless

complicated horizon-

scan attempted

Acquisition sequence

required; weight,

power requirements

are large compared

to sun sensors; some

moving parts

When used as position

signal, updating

required due to drift;

lifetime possibly

questionable for

continuous use

Relatively high power

weight requirements;

nonpas sire mechani-

cally; small acquisi-

tion field of view;

potential dis crimina-

tion problems

Table 8-2. Attitude sensing techniques summary
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momentum vector of the device adds an additional inertial crosscoupling

disturbance to the vehicle. This is in addition to that produced by

unequal moments of inertia. The momentum removal requirement is

easily satisfied by addition of gas jets to dump momentum; the cross-

coupling disturbance can be minimized by selection of a system with

a comparatively small average net angular momentum vector. For

these reasons momentum storage is quite attractive, especially in the

fine pointing mode.

Several types of momentum storage devices are worthy of

discussion: reaction wheels (conventional or fluid), gyro-torquers,

and the reaction sphere. Of the three (conventional), reaction wheels

appear most attractive due to their more advanced state of development

and space utilization, as well as their potential reliability advantages.

8-4
According to Haeusserman a properly designed reaction

wheel stabilization system is capable of holding vehicle drift rates to

within 5 _rad/min in an open loop configuration.

As will be shown subsequently, these same reaction flywheels

can also be utilized during the coarse mode for control by appropriate

gain and sensor switching. Several candidate motor-flywheel designs

will be considered for this application. Considering reliability limita-

tions, only ac motor structures and brushless dc motors will be con-

sidered. Included are the conventional ball-bearing supported flywheel,

a gas-bearing flywheel, and a fluid flywheel system. The conventional

motor flywheel appears to be the most attractive method at this time;

however, a thorough investigation of the relative merits and tradeoffs

of both the reaction flywheels and the gyroscopic wheels will be

undertaken.
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8.2.8 DSV Acquisition Subsystems

A signal flow diagram for the acquisition subsystem is shown in

Figure 8-9. The detector considered is a photoelectric device which

produces an electrical signal whose amplitude is proportional to the

received energy. The electrical output is passed through a linear

filter and demodulated. The demodulated signal is applied to a threshold-

ing device. If the signal exceeds the threshold level it is to be concluded

that the received beam is directed at the transmitter.

It is generally desirable to accomplish acquisition of the trans-

mitter as rapidly as possible. The speed of acquisition is limited by

the possibility of passing over the transmitted signal without seeing it

if the solid angle is scanned too quickly, and the possibility of acquiring

false signals produced by noise if the threshold is reduced to increase

the sensitivity of the receiver to the transmitted signals.

A quantity "T- is defined as the mean time to acquire. The system
a

is to be designed to minimize this number subject to various constraints

imposed by other conditions. The average cost in lost time, due to

false acquisitions during the interval required to scan the acquisition

field once, is

Co : Rf%I%- %1 18-21

where Rfis the average rate of false target acquisitions, T is the lost

time due to acquiring a false target, T E is the minimum time to scan

the field of view, and T is the time spent on target during a single scan.
c_

The average time needed to scan the acquisition field is then

Tz = ITz+ CJ 18-3}

If it is determined that no signal is present when the transmitter

is in the field of view, it is necessary to scan the complete acquisition

field again before acquisition can be made. If the decision is "no target"
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on the second scan, the field scan is repeated, etc. If the target has

equal probability Po' of being anywhere within the field, the mean time

to acquire is

Za=--e-%+ -%) +s _po)2+ ...

Tz (2- Po)
2 P

o

(8-5)

The minimum time in which the field can be scanned is

rz - R
s

where Y, is the size of the field of view and R
s

a target of angular size a,

the scanning rate. For

(J
T - (8-6)

o R
S

In terms of the fundamental parameters the mean time to acquire

becomes

T a :-_ 1+ -_)
S o

(s-v)

This assumes a uniform scan in which every element of the acqui-

sition field is in view for the same length of time.

The quantities Rf and Po are dependent on the noise which arrives

at the threshoiding device. Sources of noise are the photoelectric detec-

tor, background radiation, fluctuations in the signal and background due

to atmospheric effects, and the random distribution in time of the photons

which constitute the received power.
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Before a particular acqusition system can be specified, the

statistical properties of the output e(t) must be determined as a func-

tion of the various fixed and variable system parameters, so that Rf

and P may be computed.
o

Discrimination against the background beyond that provided by

an optical filter may be necessary. This can be achieved by modulating

the transmitted signal at some relatively high frequency. Although some

modulation is placed on the background by atmospheric effects, it de-

creases in amplitude as the frequency increases and should become

insignificant at sufficiently high modulation frequencies.

8.2.9 DSV Tracking Loop Subsystem

A two axis block diagram ofaType I tracking control system is

shown in Figure 8-7. This diagram includes sensor crosscoupling,

lead restraint, coulomb friction, and sensor error signal scale factor
8-5

variation in addition to acceleration (torque) and rate limiting.

It is not easy to write functional error equations for a system when it

is considered realistically as a multi-axes system with crosscoupling

due to the mechanical components and the inertial constraints. As

can be seen from Figure 8-7, body rates enter the system via the

appropriate Euler rate transformations. Not shown on the diagram are

the inertial crosscoupling terms due to nonzero values of the cross

products in the inertia tensor. Crosscoupling also exists as shown due

to photo-detector unbalance. This crosscoupling leads to positive

feedback between the two tracking loop channels.

Wire leads attached to the inner and outer gimbals cause restrain-

ing torques which produce pointing errors. These restraining torques

are proportional to the respective gimbal angle displacements. Coulomb

friction is a nonlinear term which is shown coupled into the torque

summing junction. Because of the potential reliability, drift, and

null offset problems, gyroscopes should be avoided when possible. In

a two-gimbai system, the outer gimbal must be driven in such a manner

as to cancel out the body rates. If stabilization loops with inertial
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reference devices are not used, the required rate signals must be

generated by the tracking loop. In Figure 8-7, the outer gimbal loop

is shown at the top of the figure. The outer gimbal tracking loop gain,

as noted, is a function of the inner loop gimbal angle. Thus, the

I/cos_ block must be added for compensation if the loop gain is to be

kept constant. Obviously, large inner gimbal angles must be avoided.

For DSV missions where the vehicle attitude control may be used to

coarse point the telescope, the inner gimbal angle will remain small

and the cos c may be neglected.

Tachometer feedback is included for rate stabilization and to im-

prove the isolation from torque disturbances. The compensation block

is a lag-lead network to increase the velocity constant. A disadvantage

of the tachometer which is not readily apparent is the fact that body

rates tend to cause the gimbal to be torqued in the direction of body

motion. Such is not the case when rate gyros are used since these

measure inertial rates and not relative gimbal angle rates as does a
,',c

tachometer. Thus for tachometer feedback the terms _ and
XC ec

must be subtracted as shown. These values have to be calculated or

derived by some synthetic means.

The two axis tracking system shown in Figure 8-7 is a Type I

system rather than a Type II system for several reasons. Although a

Typelsystem exhibits a steady state position error for rate command

inputs while a Type II does not, this steady state position error is not

always important if the transient response or settling time is superior

to an equivalent Type II system, and if transient ramp disturbances are

of greater importance than the steady state tracking rate requirements.

For the deep space vehicle missions considered, the steady state

tracking rates requirements are very small {0.03 microradians per

second). Transient rate inputs, such as the vehicle limit cycle rates,

willbe much more demanding. These rates will occur first positively

and then negatively in cyclic manner. The period between the sign

reversals is a complicated function of the limit cycle deadbands, and

the vehicle inertia crosscoupling terms. Thus, transient position

tracking errors willdetermine whether or not the system is capable of
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tracking and pointing to the required accuracy, and not the steady state

parameters. In general, a Type I system is more stable, less sophisti-

cated, more reliable, and has a faster response and settling time.

8.2.10 Lead Angle and Lead Angle Prediction Errors

The transmitter beam must be positioned in space without the aid

of any type of feedback signal from the receiving station to null the

positioning errors. The position of the transmitter pointing vector may

be determined relative to the receiver pointing vector by two angles-

vi___z.,thelead angle O:T, and the rotation angle _T measured around the

receiver pointing vector (DSV to earth line-of-sight). These angles

are defined geometrically in Figure 8-I0. It is assumed that the lead

angle a T is small and that during the electromagnetic transit times

involved, the relative velocity angular direction (aspect angle) is

constant. The length of the earth-to-DSV position vector will be

approximately equal to that of the DSV-to-earth position vector. If

this value is R and T is the round trip transit time, then

2R
T = m (8-8)c

where c = speed of light.

The distance the earth station moves relative to the DSV in this

time is

d 2 = VTT (8-9)

where V T = the relative tangential velocity of the earth station.

Note also from Figure 8-I0 the angular value _ of the transmitter beam

width is

2d 3

Y - d (8-10)
1

with d 3 equal to the radius of the illuminated area at the receiver.

small angles, the lead angle may be written as

For

d2

a T = [ (8-11)
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Combining Equations 8-9 and 8-I0 gives

cd 2
R - (8- 12)

2V T

Thus from Equation (8-8)

2VT (8- 13)
aT - c

and it is seen that the lead angle is independent of the magnitude of the

position vector, being only a function of the relative velocity between

the transmitter and respective receiver. Clearly V T<< c for inter-

planetary missions in the foreseeable future, so the small angle approxi-

mations made previously were valid assumptions.

Now the receiver on earth must be illuminated by the transmitter,

thus the receiver must lie within some circle of radius d 3 determined

by the power density distribution of the transmitted beam. From

Figure 8-1 1 we see that

= a (8- 14)
p d 2

Substitution of Equations (8-I0) and (8-ii) yields

_ - c (8-15)

a T

which may be written as

2 2 2 _2 2aTe + _a = ( ) (8-16)

Again note that the sum of the squares of the lead errors is

independent of the transmission distance, but is a function of the

relative velocity (due to the 0_T form) and the magnitude of the trans-

mitter beamwidth. Equation (8-16) is an ellipse as shown in Figure 8-12.
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Figure 8-11. DSV transmitter lead angle error geometry.
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Figure 8-1Z. Allowable laser
pointing error
distribution.

Now consider the maximum tangential velocities expected for

interplanetary missions, viz., i0 miles per second. From Figure 8- 13,

the lead angle required is approximately 100 microradians. Now from

Equation (8- 16)

2
2 3.._ 2 2

E = -- T4 13

Thus if

then

4

E =
a 2

For _min : 1 brad, aTmax :

then

and

i00 _rad, and _/2 : 10aT( _ ,

1
c __ - milliradian

20a T 2

£ __--___ -- =

a 2

1
mic roradian •

Thus the allowable error on the pointing angle a T is much less than

that for the rotation angle _T" An intuitive way of seeing this is that

the error in a T acts on a radius equal to R while the error in _T acts

on a radius on the order of aTR.
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8.2.11 Pointing Error Budgets

The composition of system pointing errors is illustrated in

Figure 8-14 for a system with a tracker and transmitter mounted on

the same platform with the same fine deflection tracking system. The

correct pointing angle for the transmitter in inertial coordinates is

given by the sum of the DSV-to-earth line-of-sight beacon angle @Bd'

and the lead angle, c_T. The pointing error includes the true track

error of the DSV tracker,

_T = @Bd - etd - _bfd (8- 17)

(where Otd is the telescope axis in inertial coordinates and _fd is the

displacement of the tracker look angle from the telescope axis), the

boresight error in referencing the transmitter axis to the tracker axis,

and an error, Old-_ld, in the command lead angle. In general, a

classification of pointing errors into three categories is indicated:

I. Boresight and Lead Angle Errors - These errors contribute

a static or nearly constant term to pointing error and are
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system quantities.

especially troublesome since they cannot be enclosed in a

closed loop other than a DSV-earth closed loop. The penalty

for excessive boresight errors is severe as the result is

likely to be loss of transmission for an extended period of

time. At ranges of l AU or more the round trip transit

time exceeds 15 minutes and therefore correction signals

from the earth will involve considerable downtime.

Mechanical Telescope Perturbations - The steady state

response of the stabilization and tracking system may often

be sufficient to suppress low frequency mechanical perturba-

tions to a tolerable level. However, due to limited frequency

response, high frequency components may cause transients

in the inertial telescope pointing angle in excess of desired

limits. Since these errors are sensed as apparent line of

sight motions by the tracker they will be reduced by the

combined action of track and stabilization loops. Thus,

momentary interruption of communication may be an

allowable penalty. Under maximum spacecraft maneuvers,

the tracking system may not be able to contain the pointing

error within prescribed limits so that a downtime penalty

during extreme maneuvers may accrue.
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The tracking loop need not be broken during these periods

however. The system may be put in the coarse tracking

mode with the telescope in a wide field of view mode. This

field of view might lie somewhere between the field of view

during search and the field of view during communication.

Thus a tradeoff between tracking accuracy, spacecraft

maneuverability, and system gain must be investigated.

3. Track Errors - The angle noise in the tracker originating

from such sources as the beacon tracking sensor and the

inertial reference sensor of the stabilization system may

be treated by standard gaussian noise techniques. The

angle noise power spectrum is modified by the closed loop

response of the tracker and is included as a random term

appearing in both Otd and _fd"

A position error will also be introduced due to the idiosyncracies

of a Type I system. The response to a rate input of a Type I system,

with unity feedback, will have a nonzero position error (final value)

after the system transients have died out. This error is a function of

the magnitude of the slope of the input ramp and the forward gain of

the system, that is

r_

r= IKGI (8-18)

For the tracking rates involved in a deep space probe the values of @

are of the order of 0.03 microradian per second. For a system gain of
-1

say 100 sec , E _0.3 nanoradian, and may be neglected.
r

In general these effects on the total pointing error are then

written as

= _B + eP + et (8-19)

where the right-hand terms are the boresight, telescope perturbations,

and tracking noise respectively. A typical system pointing accuracy

specification therefore would include:
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a. An absolute limit on boresight errors in the presence of

thermal telescope environment, etc., and the accuracy

of lead angle commands.

b. A specification on the tracking and stabilization system

which reduces pointing errors as a function of deterministic
mechanical disturbances of the telescope including expected

rates and torques due to the attitude control system and

spacecraft-earth relative motion. In final form this type of

specification may include the mechanical transfer charac-
teristics of the Deep Space Vehicle (DSV)/tracker-pointer

mechanical interface.

c. A specification of the random tracking noise in the tracker

to reduce loss rate in the presence of the aforementioned

pointing error to the prescribed level.

Thus given the total system errors due to dynamics and boresight

error, _s' the loss rate is given by

( I -(_o/_m)2/2 -I (8-20)e sec
_'l = 2(2Trft) Em

where

ft

E
0

E
m

= closed loop bandwidth

= remaining system margin = beamwidth radius -c

= RMS tracker angle noise

Thus the tracker sensor accuracy may be specified as a function of

the desired loss rate.

8.2.12 Angle Readout and Nonorthogonality Errors

In the following, the method of analysis and relations for tracking

errors due to gimbal angle readout inaccuracies and misalignment of

gimbal axes are presented. 8-7 Readout error is the error that exists

between the actual gimbal shaft position and the indicated shaft position.
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Base plate misalignment error is defined to be the angular error

that arises when a gimbaled system is mounted on a reference base.

The outer gimbal axis of rotation is taken as the reference for deter-

mining these mounting errors, and the n_ount may be misaligned with

respect to a similar axis contained in the base. Since angles measured

about three orthogonal axes completely specify the mounting misalign-

ment, angles corresponding to roll (As), pitch (&_), and yaw (&k) are

used for convenience.

In addition to base plate misalignment, the inner gimbal axis

may not be orthogonal to the outer gimbal axis and cause pointing errors.

This angle (&y) is measured in a plane orthogonal to the gimbal pointing

direction.

The line-of-sight of each sensor may be misaligned with respect

to the gimbal pointing direction for the mounts. These misalignment

angles (&x and Ay) are measured about an orthogonal set of axes

(e and d) contained in a plane orthogonal to the gimbal pointing direc-

tion; &x is measured about the d axis and &y about the e axis.

These sources of error (with the exception of servo dynamic

error) are due to electrical and mechanical inaccuracies (measurement

and fabrication) that can only be described in a statistical manner. It

is assumed that the error parameters are statistically independent and

that each parameter is normally distributed with zero mean.

Since the tracking servo base motion inputs and line-of-sight

tracking rates are random with time the servo errors due to these

inputs can also be considered to be random variables with zero mean.

Method of Analysis. In this analysis, the distribution of the error

vector resulting from the various error sources is found. The error

vector is taken as the projection of the indicated pointing vector on the

plane orthogonal to the ideal pointing vector.

The gimbal configuration assumed for the optical tracker consists

of an outer gimbal (_q)and an inner gimbal (_). It is assumed that the

misalignment angles are such that small angle approximations can be

used (i.e., sin@ = @ and cos@ = l).
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Coordinate transformations can be represented pictorially thus

allowing a series of coordinate transformations to be stated in concise

form. Pio's method is shown in Figure 8-15 where the direction of

signal flow is from left to right.

A "Pio-gram" of the coordinate transformations required to

generate the error vector between the desired and actual pointing

vectors for the set of error angles is given in Figure 8-15 where

"q -- desired outer gimbal angle

_] -- outer gimbal deviation angle

-- desired inner gimbal angle

A_ -- inner gimbal deviation angle

_ -- base misalignment roll angle

A_ = base misalignment pitch angle

Ak -- base misalignment yaw angle

A7 = gimbal nonorthogonality angle

Ax = sensor misalignment angle (about d axis)

Ay = sensor misalignment angle (about e axis)

01

o2 = ol cos B + b= sin B

b2 -o I sin B + b I cos

B ROTATION ANGLE

b_

Figure 8- 15.

P a 2

bz

Pio's method of pictorial

representation of coordi-
nate transformation.
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Figure 8-16. Error vector "Pio-gram".

From Figure 8-16 it is determined that

r

I / Ae

Ad

Ae = ANcosc- Assin¢ cosT] - A_ sin_ sinai

- AX cos_ - A 7 sine - Ax (8-21)

Ad = Ac - &_sinN + A_cos _] + Ay

If the sensor is aligned (i.e., no servo errors) with both gimbal angles

at zero, Equations (8-21) reduce to

where

& =
ae

&ad =

_ Ay_ Ax = &
ae

A_ + Ay = Aad

outer gimbal axis alignment error

inner gimbal axis alignment error

(8-22)
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Substituting Equations (8-22) into Equations (8-21) yields

/ke -- _/k_] cos _ - /k_sin_ cos_ _A_sin_ sinT]

+/Xk(l- cos _) - /X-fsin _ + /X
ae

(8-23)

/Xd = /X( - A_sinl] - /_ff(l-cos_]) + Aad

Using one sigma values for the deviation angles, the i(_values for the

error vectors can be computed by the propagation of variances. The

resulting expressions are:

2 2 2 2 2 2sin2 ZAelo - /Xlqlcr cos E + /XC_lo sin _ cos v] + /XPlcr _ sin

2 2 2]+ AK I (i - cos _)2 + Ah{I_ sin e + _ael_

i/2

(8-24)

and

2 2 2 2 2Adla = A_la + Aala sin _] + Affla(1 -cos_)

2 1/2
+ adl_ ]

2
ZXalZsinc sin'q cos q + Afflcx sine sin "q(l - cos "q)

p = AelaAdl( x (8-25)

where p is the correlation coefficient. If the base misalignment is

numerically equal to Aal(_, and the alignment error lavalues are the

same for both axes (Aal_), Equations (8-24) reduce to
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i 2 2 2 2 ,,2Ael(y = /X'ql a cos _ + Aa 1 (Z-Zcos e) + /X_/1 _ sin _ + /k_ 1

(8-26)

2
Adlcr = [ANla + AC_l_(Z-Zcosn) + Aal2] 1/2

and the correlation coefficient to

Ac_I_ 2 sin_ sin T]

p = Ael &dlo (8-27)

For the case where the optics are not gimbaled but fixed to the

spacecraft, and where a gimbaled mirror is used for coarse pointing,

Equations (8-24) through (8-27) must be modified accordingly. Also

the optical system which is used to provide the transmitter lead angle

will contribute to the error. General error equations cannot be written

for the optical system until a decision has been made as to what type of

gimbal configuration will be used and where the telescope line-of-sight

wili be interrupted for folding. Further, the lead angle pointing mirror

wilI contribute an error dependent on the size and type of collimation

optics used. The angle of a lead angle mirror will be

d 2

c_m - 2dl_ T (8-28)

Thus, the pointing error due to a lead angle mirror adjustment is

2d I

taT - a-2 CC_m (8-29)

The effect of the mirror itself is to double the pointing error. The

effect of the ratio of the beam expansion optics diameter to the diarneter

of the recollimation optics, dl/d2, is to decrease the pointing error.
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If this ratio is 40:1, as n_ight be required for beam widths of several

microradians, then the error tolerance on the mirror is increased by

a factor of twenty over the pointing error tolerance.

The lead angle pointing mirror error, in conjunction with some

type of gimbaled optical systen_, will be discussed in the next report.

Also to be considered will be the vehicle attitude control. The gimbal

angle n_agnitudes, which depend on the vehicle attitude and rate limit

cycle values, will also be derived and suitable system restraints

developed.

8.2.13 Sensor Boresight Errors

In a typical image sensor (Vidicon, Orthicon, image dissector)

the nonlinearities relating beam position to sweep voltagle produce a

tracking error which is proportional to the angular track field. In

most cases this error is of the order of I/2 to l percent. The quadrant

photodetector depends for angle accuracy on the balance of energy in

the blurred image of a point target among the four sections of the field

of view. Even in the absence of noise, the null accuracy is lin_ited by

the degree to which the gains of the four channels can be balanced.

Figure 8-17 shows the boresight error as a function of gain imbalance

in a single channel. Thus in order to reduce boresight errors to less

than l percent of the linear response portion of the field of view, gain

imbalance must be held to less than 10 percent over the dynan_ic range

of signal levels.

8.2.14 Earth Tracking Subsystem

The tracking subsystem for an earth based acquisition and tracking

system is considerably simplified by the extremely low angular target

rates. The diurnal rate (15 arcsec/sec) may be accurately removed by

a clock driven mechanism as in astronomical telescopes. The track

loop will thus have a low time constant and typically provide integration

of the input angle error for 1 sec or more without appreciable lag angles.
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The track accuracy of the ground based sensor is determined

jointly by the sensor noise and the angle noise spectrum of the scintil-

lation phenomena.

The total rms angle noise is then given in terms of the track

sensor and scintillation noise by

2 fj IGc(f)lz
_N = df[Wnt(f)+ wns(f)] ll+Gc(t)l (8-30)

where Gc(f) is the open loop frequency transfer function. For a typical

Type I track loop and white sensor noise

CO

_0 dfW_t(f) IGc(f) Iz KV
ll+Gc(f) IZ - _'- W'qt(0) (8-31)

where K V is the velocity constant.

The choice of velocity constant can be varied during the mission

to improve performance.
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For a Mars mission the angular rates at ranges greater than
107 n. mi. are less than l ×]0 -2 arcsec/sec so that several seconds

of smoothing will not cause any appreciable servo lags. Thus typical
-I

values of KV will be on the order of 0.05 sec for 0.Z arcsec steady
state position error.

8.2.15 Pointing Error Budget for an Earth Station

The major sources of pointing error in the ground tracking and

transmitting system are:

i. Atmospheric Scintillation - Angle scintillation due to random

phase errors introduced into the spacecraft beacon by the

atmosphere.

2. Boresight and Lead Angle Errors - The pointing errors due

to misalignment of the earth beacon and earth tracker and

errors in introducing the beacon lead angle are of the form

of bias errors

3. Tracker Errors - Errors introduced in the tracker system

such as tracker noise and track sensor boresight errors.

The total pointing error is thus

= _s + _B + _t

The track and scintillation errors define random angle noise

whose effect may be computed from a knowledge of the angle noise

power density and the track loop characteristics.

Denoting by _N the rms sum of the scintillation and tracker

noise contributions to the tracking error the rate at which an earth

beacon of angular radius _ is displaced from the spacecraft is
O

_x2/2

fl = ZTrftxe per sec

-_B)/CN ,

where

X ---- (E O

earth tracker.

(8-3z)

(8-33)

and ft is the closed loop bandwidth of the
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8.2.16 Earth Satellite Considerations

The degradation in system performance due to the effects of

the atmosphere may be severe. One obvious solution is to orbit a

relay satellite thus eliminating all atmospheric disturbances save

those encountered in the communications link between the earth and

the satellite. Such a "solution", of course introduces other problems

which must be traded off against the atmospheric effects.

The selection of possible orbits for the near earth relay

satellites will be influenced by lifetime and thermal variation control

as well as minimizing the number of handovers required to support

various deep space missions. The most appropriate configuration for

the near earth relay station is a body mounted telescope with an

inertially stabilized attitude control system for the satellite. One

possible configuration is that of the OAO with reaction wheel stabilization.

Since the near earth relay would be required only for support of deep

space missions, the extremely low inertial angular rates at ranges on

the order of IAU will allow the very long smoothing times used in this

type of system to achieve high tracking accuracy. By allowing a fine

deflection mechanism with several arc seconds dynamic range, the

period between attitude corrections in the track mode may be extended

to several days and probably will not be limited by tracker dynamic

considerations.

The major interfaces are with the DSIF which must supply initial

acquisition and lead angle information to the acquisition and tracking

system. This requires that the inertial attitude of the spacecraft be

telemetered to the DSIF with sufficient accuracy to determine the lead

angle corrections within the allowable tolerances. This requires

attitude readouts to somewhat better than one minute of arc.

The pointing error budget is established as the sum,

= _B + _p + _t (8-34)

of boresight, spacecraft perturbations, and track errors. The tolerable

level of each is determined from the loss rate equation.
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8.3 STAR TRACKERS AND SENSORS

8.3.1 General

The establishment of a communications link begins with the

acquisition and tracking of the sun and a given star. Having thus

defined a set of orthogonal axes in inertial space, the telescope is

pointed toward the earth and begins searching the associated error

volume. A brief survey of the representative state-of-the-art of star

and sun sensors has been undertaken and will be extended in the next

quarter. The accuracies quoted in this section are representative but

are not the ultimate for the present state-of-the-art, for it should be

possible to develop star trackers capable of defining the line of sight

to within the predictive capabilities of the DSIF.

The first problem in the design of an optical tracker is to code

the position of the target signal in the field of view (FOV). Such track-

ing systems usually generate tracker information by a scanning process

that produces relative motion between the optically-formed image and

a reticle located in the image plane. Of the three coding methods

generally used - viz. AM, FM and PCM (pulse code modulation) - only

the latter two are applicable here, since AM has an inherent central

dead zone which severely limits the system's accuracy. The FM and

PCMmethods are comparable in size, complexity, and performance,

but further consideration must be given to their relative background

dis crimination capabilities.

Discrimination is usually accomplished in one or a combination

of three ways: (a) spatially, (b) spectrally, and (c) temporally. A

combination of spatial and spectral discrimination is appropriate here.

Table 8-3 lists six representative instruments and their

characteristics.

8.3.2 Sun Sensors

Construction of sun sensors with an accuracy of better than I0

arc seconds is not now within the state-of-the-art. The possibility

exists of going to a more complicated system such as a limb tracker,
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but the attendant difficulities and development problems seem to

outweigh the advantages of having a more accurate sensor.

8.4 ACQUISITION AND TRACKING/BURDEN RELATIONSHIPS

To a first approximation the intrinsic cost of the optical tracking

system is related to the diameter of the entrance aperture. Figure 8-18

plots the weight of typical electro-optical tracking instruments as a

function of aperture size. These weights include both the gimbals,

mechanically scanned equipment, and the electro-optical detectors.

If extremely large aperture lightweight optics are body mounted to a

platform such as a satellite whose whole orientation may be changed,

the weight of the basic telescope can be very much less than indicated.

The second curve on Figure 8-18indicates this trendofweight for abody

_ixed telescope exclusive of gimbals, servo, and pointing weights. The

expense of constructing such telescopes varies greatly depending upon

the particular requirements of the apparatus. As a crude approximation

one may estimate a cost of the order of $500 per pound for any of these

telescopes.

It is somewhat early in the study to be more exacting on the

system burden parameters. It has been shown in this report that

several systems are not feasible for a deep space communication

system while others seem to be logical choices. Until such parameters

as types of beacon modulation, general mission configurations, basic

optical designs, sensor configurations and atmospheric models have

been investigated more fully, it will not be possible to define accurately

the system burden relationships. It is anticipated, however, that the

next report will contain some basic trade-off parameters for the number

and types of detectors, optical gimbals (types and sizes), synthetic rate

devices, and momentum storage devices.

8.5 NOMENCLATURE

DSV

LOS

A A, A E

deep space vehicle

line -of- sight

gimbal acceleration limits
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12.0 BACKGROUND RADIATION AND

ATMOSPHERIC PROPAGATION

12.1 INTRODUCTION

The effect of external noise is of great significance in determining

ultimate communication system performance. Such information as is

currently available concerning external noise sources relevant to optical

and microwave space communication systems is summarized in this

section. The principal types of noise encountered are:

i. Cosmic noise, originating outside the solar system

2. Terrestrial noise, originating from the earth or its

surrounding atmosphere

3. Solar system noise, other than terrestrial, originating from

the sun, the planets, or their satellites.

Unless otherwise stated, all measurements of extraterrestrial radio and

optical background are corrected for atmospheric attenuation and refraction.

Propagation of radio frequency and optical radiation through the

terrestrial atmosphere including the effects of atmospheric anomalies

in introducing phase and polarization changes, beam scanning, and

scintillation is considered and its implication with regard to system

performance is discussed.

12.2 RADIO FREQUENCY BACKGROUND

12.2.1 Comparison of Radio Frequency Noise Sources

Antenna Noise Power and Noise Temperature:

Relative contributions to microwave receiving system noise may

be conveniently compared in terms of noise temperature. The concept

of noise temperature is related to the Rayleigh-Jeans approximation for

power density radiated by a black body cavity. The power density

emanating from a unit solid angle per cycle of bandwidth (watts m-2ster -l(cps)-l)

12-1
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q

is called brightness. The brightness is given rigorously from Planck's

equation by

Zhf
m' =

hf

kZekT _ I

f -- frequency (cps)

h = Planck's constant (6.624 × 10 -34 joule sec)

k = Boltzmann's constant (1.38 x I0 -Z3 joules/°K)

T = temperature (°K)

k = wavelength (m)

The Rayleigh-Jeans approximation to Planck's equation gives

(IZ-l)

B - 2kT (IZ-Z)

k z

which is valid for hf/kT << I.

Consider the calculation of the noise power available to a receiving

antenna in the frequency interval f to f + _, where _ is the bandwidth (cps).

The contribution to the available noise power from an elemental solid

angle dfl is obtained by multiplying the effective area of the antenna in
-2

the direction of the solid angle, by the incident power density (watts m )

having the same polarization as the antenna and originating from that

elemental solid angle.

That is

dP = {jk(O I, ¢I)}{_/_B(0 I, ¢i ) df_} (IZ-3)

where

dP =

A( I' 1) =

the elemental available power received by the antenna

from the solid angle d (watts)

the bandwidth in question (cps)

the effective area of the antenna in the direction of the

solid angle d (m 2)
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B(8 1,401) = the brightness in the direction of the solid angle d_2.
-2 -l -l

(watts m ster cps )

_/ = the polarization coefficient iN = I/2 if the receiving

antenna is linearly poiarized and the incident

electromagnetic radiation is randomly polarized,

since only 1/2 the power in a randomly polarized

electromagnetic wave can be intercepted by a lineariy

polarized antenna ).

@1 and ¢1 = are particular vaIues of the spatial coordinate angles

@ and ¢ (i.e., the values of @ and qb in the direction

of the solid angle d_).

Actually Equation (12-3) can be considered to define the effective area

of an antenna.

To obtain the total available power P, the contribution from all

directions must be added. This superposition of power is permissible

provided that the contributions from the various directions are uncor-

related as is usually the case for noise.

where

Thus

v
4_

and

A(8, 4_)is the effective area of the antenna as a function of the

direction and will be referred to as the effective area

function of the antenna

(12-4)

B(@, ¢) is the brightness of the antenna surroundings as a function

of direction and will be referred to as the brightness

function of the source.

The antenna gain function is defined as

Pie,*) 4_rP(@, ¢}

P(@, ¢) d_2

4_r

(12-5)
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where

P(0,0) = the power radiated per unit solid angle as a function of

the coordinates

PT = the total power radiated.

The effective area function of an antenna is related to the antenna gain

function G(O, _b)by

k2

A(0, O) = _G(8,0)

In the direction of maximum gain (12-6) becomes

k 2

where

G

n _

the maximum antenna gain

the maximum eff4ctive area.

The antenna beamwidth 12
a

The beamwidth _2
a

is defined as

41T

a G

(12-6)

(lZ-7)

(12.-8)

is the solid angle through which all the power radiated

from an antenna would stream, if the power per unit solid angle equalled

the maximum value over the beamwidth. Inherent in the use of beam-

width is the assumption that the gain and effective are functions are

constant over the beamwidth at G and A respectively and zero elsewhere.

Furthermore, the concept is applicable only to antennas that have only

one principle lobe in the radiation pattern, a case of considerableimportanc_

The derived expression for the available power is general, If the

antenna is placed in a black body cavity the brightness function is constant

and is given by (12-2) (classically) or (IZ-l)(quantum mechanically).

Using the classical equation and ¥ = I/2, the available power is

_5)2kT: f f ½P (o, -7-
4_r
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If the effective area function is expressed in terms of the gain function

this reduces-to

f fPb = 4:r
4w

Since gain function of an antenna integrated over 4Tr steradians is 4w,

the available power in a black body cavity is

Pb = kT_ (classically) (12-11)

and

hf_ (quantum mechanically). (12-12)Pb - hf

kT
e 1

Consider the problem of calculating the noise power available to

an antenna in its actual surroundings. For the lower frequencies, the

classical approximation for the brightness in a black body cavity is

sufficiently accurate for almost all practical purposes. Furthermore,

if the actual environment exhibits a variation of brightness and if the

antenna exchanges radiation on a black body basis (i.e., none of the

radiation leaving the antenna ever returns to it) then Equation (12-I0)

is still valid provided that the directional variation of the brightness

is ascribed to the temperature. Hence, provided the classical approxi-

mation is valid and assuming y is I/2, the power available to an antenna

in its actual environment is

P = k _ G(8, *)T(e, ¢) d_2 (12-13)
4v

The quantity T(e, ¢) is the brightness temperature as a function of the

coordinates. In practice, the antenna and its surroundings do not

necessarily radiate like black bodies and hence, T(e, 6) is replaced by

an effective brightness temperature T (8,6). The effective temperature
e

takes the emissivity and reflectivity of the antenna environment into
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consideration. Replacing T(@,_) in (IZ-13) by T
e

the available power

(0, _) we have for

4_

(lZ-14)

Comparing this equation with (IZ-10)we can define an effective antenna

noise temperature T as
eff

Tef f = -_-//G(0, _)Te(0 , _)d_ (1Z-15)

4Zr

It is apparent that if the antenna were immersed in a black body cavity

whose temperature is Teff, then the noise power which would be received

by the antenna from the black body is identical to the noise power received

by the antenna from its actual surroundings. It is in this sense that

physical significance can be attached to the effective antenna noise

temperature.

If the frequency is sufficiently high, then practical temperatures

may be so low that the Rayleigh-Jeans approximation is no longer valid

and the expression based on Planck's equation should be used. It is still

possible under these circumstances to define an effective antenna noise

temperature.

However, the concept of effective antenna noise temperature, as

defined for the quantum mechanical case is of limited utility. In the

classical case, the total input noise power to a receiver can be specified

in terms of an effective temperature which is just the sum of the effective

noise temperatures of the individual sources of noise. It is this additive

property that makes the concept of effective temperatures very useful

in the classical case. In the quantum mechanical case the effective

noise temperatures are no longer additive because the noise powers are

no longer linearly related to the effective noise temperatures.

Calculation of the Antenna Noise Power for Some Practical Cases

The integration of Equation (12-4) to obtain the total available noise

power is quite difficult in practice. Not only are the effective area and
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brightness complicated functions of the coordinates but usually they are

known only approximately, at least for certain values of @and q5. In

practice, Equation (12-4) is usually evaluated by the summation of a
finite number of terms. Certain practical cases have been considered.

The results are given below in terms of both brightness and effective

brightness temperatures.

i. The solid angle subtended by the source (_s) is less than the

antenna beamwidth (i.e., _s< _a). Assume that the coordinates of the

source center are 81 and _l"
a. Assume that the brightness of the source and the effective

area of the antenna are constant over the solid angle subtended by the

source (_s) and that the brightness is zero elsewhere. That is B(@,q5)= B
(a constant)within the solid angle _ . B(@,qS)= O outside the solid

S

angle _ .
s

and

A(8,_) = A(el,_I) (a constant)

where

A(@l, _i) is the effective area in the particular direction @l' _l"

Substituting those quantities in Equation (12-4) and integrating we have

an expression for the available power.

P = _A(@ 1, ¢l)B_s (12-16)

If the main beam is pointed in the direction of the source,

then the effective area in the direction of the source is A and the available

power is

P = _A_ (12-17)
s

Expressing the effective area in terms of the beamwidth by using (12-7)

and (12-8), Equation (12-17)becomes

P = 7_k2B-_ (12-18)

a
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Expressing the constant brightness B in terms of a constant effective

brightness temperature T e, (12-181 can be written as

_-2a
(12-19)

P = ,_ Zk Te_---
s

In practice, the case of _ < _ occurs for such noise sources as the sun.
s a

Of course, the antenna gain must be low enough so that the antenna beam-

width is greater than the solid angle of the sun. Actually both the bright-

ness and effective area functions will usually vary somewhat over the

solid angle subtended by the source but they can frequently be approxi-

mated by a constant representing a suitable average. This is particularly

true if the source is much smaller than the antenna beamwidth.

b. A point source corresponds to the limiting case of _ < f2 .s a

Practical sources are radio stars, since their angular extent is extremely

small. For a true point source it is not possible to specify the brightness

and angular extend individually since as _ --- 0 B --*c0. Hence, for point

[[ s -2 -Isources, the flux density S = B(@, ¢) df_ (watts m (cps) ) is usually
JJ

given. Then f2s

P = ,_A(@, _)S (IZ-ZO)

Z. The solid angle subtended by the source is greater than the

beamwidth (_s < _a )"

a. The brightness is constant over the whole solid angle of 4=

steradians. That is B(8,¢I = B {a constantl for all @ and ¢. As already

mentioned this is the situation that prevails inside a black body cavity

provided _ = I/Z. In general for any _(and with constant brightness,

Equation (12-4)for the available power yields

P =

4=

(iZ-Zl)

Now the integral of the effective area over the whole solid angle is just

k2. Therefore,

p = N_kZB (12-2Z)
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This can again be written in terms of the effective brightness

temperature using (12-Z). Hence, the available power for this case in

terms of brightness temperature is given by

P = y2kT B (12-23)
e

By setting f2s = _2a, this equation can also be obtained from

Equation (12-19) which is based on the concept of beamwidth. It is

therefore apparent that although the concept of beamwidth is an approx-

imation, the correct result is still obtained for the particular case of

constant brightness. Equation (12-23) is also a good approximation if

the brightness is constant over the beamwidth of the antenna and the

contribution from the side lobes is small.

12.3 COSMIC BACKGROUND RADIATION

12.3.1 Diffuse Background

A survey of diffuse radio sources in our galaxy has been made by

Ko 2. Figures 12-I through 12-8 summarize the most reliable measure-

ments of galactic noise spatial distributions over the frequency range

60 mcps to 910 mcps. The isophotes give sky brightness, temperatures

in degrees Kelvin and are plotted in celestial coordinates Epoch 1950.

The relative accuracy within each map is stated to be 5 percent to

20 percent.

The maps have general similarities but differ in local structure.

The general structure of the isophotes may be conveniently represented

as a superposition of symmetrical and non-symmetrical distributions.

There are three symmetrical distributions:

I. A narrow bright belt of radiation about 3 degrees wide lies

in the galactic plane and is concentrated toward the galactic

center. This belt dominates entirely above 400 inc.

2. A very broad band of radiation is concentrated within about

15 to 30 degrees of galactic latitude and has its maximum

brightness in the region of the galactic center. The brightness

i2-9
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is an inverse function of frequency. This band dominates at

frequencies below 250 mc and decreases to insignificance

above 400 mc.

3. There is a roughly isotropic component of radiation dis-

tributed over the entire celestial sphere. The brightness of

this component varies inversely with frequency. Above

200 mc, the brightness is so low that measurement becomes

diffi cult.

Above 1 gc the background galactic brightness temperature is

very low and exclusively concentrated in the galactic center. Brown

and Hazard 3 quote 17°K at 1.2 gc with a 2.8 ° beam and 2.6°K at 3 gc

with a 3.4-degree beam.

The data presented in Figures 12-1 through 12-8 as discussed

above is summarized in Figure 12-94. Figure 12-9 depicts noise

temperature (OK) versus frequency for the galactic center and for one

of the coldest regions of the radio sky. Space communication systems

can expect noise temperatures near the minimum value for most

regions of the sky. It is apparent from Figures IZ-i through 1Z-9 that

the average galactic background temperature varies inversely with

frequency. Several investigators 5'6 have concluded that the brightness

spectrum is of the form

B _ k n (IZ-24)

where n is approximately 2.5 over most of the spectrum.

Of particular interest in space communications is the level of

galactic noise along the ecliptic plane. The majority of more distant

space missions will presumably occur in or near the ecliptic plane and

hence it is the ecliptic noise level which will be present as an interfer-

ing background. Figure 1Z-107 shows curves of the ecliptic noise level

for three different frequencies, 81 mcps, I00 mcps, and 600 mcps.

Extrapolations to higher frequencies may be made by means of the

aforementioned frequency dependence of equation (12-24).
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12.3.2 Radio Stars

Superimposed on the general galactic background radiation are

numerous discrete sources, generally less than 1 degree in extent.

Since the majority of these sources cannot be identified with visible

objects they are known as radio stars. The strongest of these sources

tend to occur near the galactic plane. Figure 12-118 locates the ten

strongest radio stars in equatorial coordinates and gives their noise

temperatures at 378 mc. Figure 12-129 for comparison purposes

locates most of these same sources in celestial coordinates on the

galactic noise map of Figure 12-5.

The spectral irradiance of the four brightest radio stars outside

the terrestrial atmosphere in terms of flux density is shown in

Figure 12-1310. Spectra of radio stars have been found to fall into one

of three categories. Two categories, Class S and Class C, follow a

power law relation of the form

Log B = -_ log f + constant (12-25)

where _ is called the spectral index. Class S sources have constant

spectral indices within experimental accuracy below 1420 inc. Class C

sources have spectral indices which vary with frequency. Class T

sources have a thermal spectrum. Of 158 sources for which informa-

tion is available 134 are Class S, 19 are Class C, and the remaining 5

are Class T. Spectra have been tabulated for all 158 sources by Conway,

Kellerman and Long II

For a receiving system in the i0 g cps to 300 gcps region, the

contribution of radio stars to the total noise power can in general be

neglected. Not only is the contribution small when they are directly in

the main beam, but because of their discrete nature they can easily be

avoided.

12.3.3 Hydrogen Line Emission by Interstellar Gas Clouds

Radio astronomers have detected an essentially monochromatic

spectrum line due to the radiation of atomic hydrogen at a wavelength

12-14
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of 21 cm (1.42 gcps). The hydrogen line emission is a maximum along
the Milky Way with a distribution over the sky roughly similar to the

general galactic background. It has a maximum brightness temperature
of I00° and maximum brightness of 6 x 10-20 watts/m 2 steradian per

12
cps This is well in excess of the general galactic background at that

frequency. However, since this is limited to a single wavelength, it is

unimportant as a source of interference.

12.3.4 Solar System Background

I. Solar Radiation

The sun is an extremely important noise source for certain

frequencies. For example, Mercury is never more than 28° from the
sun when viewed from the earth, while earth as viewed from Jupiter is

always within 11° of the sun.
The r-f radiation from the sun can be classified into five

categories :

a. The thermal or basic component.

b. The slowly varying component which is associated with

sunspots and has a period of approximately 27 days

(the mean solar rotation period).

c. Noise storms, consisting of trains of bursts together

with enhancement of the general radiation; these last

for hours or days and show strong circular polarization.
d. Outbursts associated with flares which can be very

intense and last for a number of minutes.

e. Isolated bursts lasting for 5 to i0 seconds.

In the frequency range, 30 to 300 g cps, the sun radiates

essentially as a black body (thermal component) at a temperature of
6000° to 7000°K. There is some slight enhancement due to the solar

flares.

Inthe 0.3 to 30 g cps frequency range the solar radiation is
more intense than for a black body at 6000 to 7000°K. In addition, the

radiation exhibits temporal effects as the contribution of sunspots and
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D

flares (particularly sunspots} becomes more important; at 10 g cps

enhancements of the order of 2 occur. This is a small enhancement

compared with enhancements of the order of 103 at meter wavelengthsl3.

The observed values of sun temperature between 0.3 g cps and 35 g cps

follow closely the relationship

F 1

T | log 6 (f- 0. i)|

s 675 [i + 1 i0 .j (12-26)290" - f 7.3 sin 2Tr Z.3

where T s is the apparent sun temperature and f is the frequency in

gcps. Equation(12-26)is plotted in Figure 12-1414 .

From earth, the sun subtends a solid angle, f_s' of about

7.6 x 10 -5 steradians. The temperature given by the above equation

will be observed by an antenna having a beamwidth, i2a, less than this.

For antennas having beamwidth greater than this, the apparent temper-

ature is decreased by the ratio of the sun angular substense to the

antenna beamwidth. Measured solar irradiance levels outside the

earth's atmosphere are depicted in Figure 12-1915.

2. Planetary Radiation

For low noise space receiving systems in the vicinity of a

planet, the planetary radiation must be taken into consideration. How-

ever, to an earth based receiving system, the planets contribute negli-

gible noise power even if the planet is in the main beam of the antenna.

This is because the solid angles subtended by the planets at earth are

so small that they fill only a small part of the antenna beam.

Thermal radiation from Venus, Mars and Jupiter has been

measured by Mayer and others 16' 17 (Table 12-i).

16
Figure 12-15 shows the theoretical maximum thermal radia-

tion outside the earth's atmosphere based on planetary temperature

estimates. These are essential in agreement with infrared measure-

ments except in the cases of Jupiter and Venus.

The discrepancy between the microwave and infrared temper-

atures of Venus is customarily explained by assuming that microwaves
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Planet

Mercury

Venus

Mars

Jupiter

Saturn

Infrared

Tempe rature
(°K)

240

Z60

130

f(gcps)

35

9.5

Z.9

1.4

0.97

0.94

×(cm)

0.86

2-21

3.15

3-8

I0

21

31

136

Equivalent
Radio

Blackbody
Temperature

(°K)

400°K

(Planet at

greatest
elongation)

410°K

620°K

211°K

145°K

600°K

2000°K

5000°K

150 3.45

I0

Highly polarized

50000°K

106°K

140°K

200°K

Table 12-I. Planetary Radiation.*

*Mayer, et. al. 16, 17
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penetrate the atmosphere of the planet more readily than infrared rays.

Hence, the infrared temperature is the temperature of the atmosphere

whereas the microwave temperature is that of the actual surface. In

the case of Jupiter the discrepancy is believed due to radiation by

synchrotron radiation by high energy electrons trapped in the planetary

magnetic field. This theory is supported by observations by

Radhakreshnan and Roberts of CIT that the signals are linearly polar-

ized and come from an area larger than the solid disc of the planet.

In addition to the above mentioned steady state thermal

radiation, several planets notably Jupiter, Saturn and Venus exhibit

strong sparodic bursts of clearly non-thermal radiation; typical peak

intensities observed to date include 10 -19 watt m -2 (cps} -I at 19.6 mcps

(Jupiter), 6 x 10 -21 watt m -2 (cps) -I at 22 mcps (Saturn), and 9 x 10 -22

watt m -2 (cps) -I at 26.7 mcps (Venus) 18. In no instance have these

impulsive signals been observed at frequencies above 43mcps.

3. Lunar Radiation

The thermal noise flux from the moon is considerably greater

than that from the planets. Furthermore, the moon subtends an angle

of approximately 0.5 degrees at the earth, and hence, practical antennas

in the mm region can have beamwidths less than the solid angle sub-

tended by the moon (6 x I0 -5 steradians). This means that provided the

earth's atmosphere permits, such an antenna based on earth can "see"

the moon directly. Thus for certain frequencies in the 10-300 g cps

region, where atmospheric effects are smallest, the moon can make a

significant contribution to the noise temperature of an antenna pointed

at the moon. Gibson has found that at 35 g cps the brightness temper-

ature of the moon varies with phase between the limits of 145°K and

220°K as shown in Figure 12-1619 . The corresponding flux densities

at earth are 4x 10 -21 watts m -2 (cps) -I. The brightness temperatures

determined by Gibson should be reasonably valid throughout the whole

frequency range of 10-300 g cps, and hence can be used to calculate the

noise contribution from the moon for any particular case. Lunar sur-

face temperatures as determined by infrared measurements vary from
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of Chicago Press, Chicago, Ill., 1961; copy-

right 1961 by the University of Chicago.
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120°K to 400°K and are observed to lag the microwave temperatures by

approximately 45 degrees. This feature may be accounted for by

postulating a thin layer of lunar surface dust which is transparent to

microwaves but effectively insulates an underlying rock surface. At

frequencies less than 1.4 g cps the radiation temperature is a constant
250°K 20.

12.3.5 Terrestrial Atmospheric Radiation

The earth's atmosphere radiates thermal noise as a result of

absorption of incident radiation. The effect of ionospheric radiation
can be approximated by assuming that each 0.1 db of absorption is

equivalent to 7°K antenna noise temperature. Since the ionospheric

absorption is less than 0. I db for frequencies greater than 0.3 g cps
ionospheric absorption noise can be neglected in this regime 21

Tropospheric noise is primarily due to absorption by oxygen and
water vapor. Thus the antenna is immersed in an atmosphere that

emits black body radiation. The tropospheric contribution to noise

temperature of a narrow beam antenna having a radiation pattern which
admits no side or back lobes is

Ts =fJaT - dr dr ,f12-27)

0 0

where erand T are respectively the absorption coefficient and temper-

ature at a distance r from the antenna. Calculated curves of T versus
S

frequency are shown in Figure 12-1722 for various values of antenna

beam zenith angle. As expected the temperature curves show maxima

at the absorption peaks of water vapor and oxygen. Also, at any fre-

quency the sky noise varies inversely with the elevation angle. This is

due to the longer path length required to fully penetrate the atmosphere

at low elevation angle.

12-25



12.4 OPTICAL BACKGROUND

12.4.1 Cosmic Background Radiation

Ramsey 23 has prepared charts giving spectral irradiance outside

the earth's atmosphere of the brightest stars. In making these calcula-

tions it was assumed that the stellar spectra follow Planck's law.

Figure 12- 18depicts spectral irradiance reaching the top of the earth's

atmosphere from the stars which exhibit the greatest irradiance in the

visible region. Variable stars such as Betelguex, Mira, and R. Hydrae

are presented at their maximum irradiance.

12.4.2 Solar System Background

I. Solar Background Radiation

The mean solar irradiance over all wavelengths outside the

earth's atmosphere at the mean solar distance is called the solar con-
stant is approximately 140 mw/cm 2 or 130 watts/ft 2. Over 98 percent

of this solar irradiance is contained in the wavelength region 0.3 to

4.0 microns. Variation in solar distance throughout the year causes

this irradiance to vary as much as 3.5 percent from the mean; solar

activity can produce fluctuations of 1.5 percent in the solar constant.

In addition to these relatively small variations, the amount of solar

irradiation that reaches a particular portion of the earth's surface

varies with solar elevation angle and atmospheric conditions.

The spectral distribution of solar radiation in the visible and

near infrared resembles that of a black body at 6000°K. H. Malitson 15

has compiled a chart of all available measurements of solar spectral
0

irradiance in the wavelength range 1 Ato I0 m. Figure 12-19 shows

the spectral distribution of solar radiation outside the atmosphere at

the earth's mean solar distance.

2. Planetary and Lunar Radiation

The steady state background irradiance from the planets and

the moon results from two processes: reflection of incident solar energy
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and self-emission as a result of the planets non-zero temperatures.

Figures 12-2024 and 12-2125 show the background spectral irradiance

outside the terrestrial atmosphere due to reflected and self-emitted

energy for the planets and mean respectively. These curves assume
constant the albedo at peak power wavelength. The planetary irradiances

at other than peak power wavelengths may be determined from these
curves and the spectral albedo which is plotted in Figure 12-2226.

The peak spectral irradiances due to self-emitted radiation were
calculated from

wher e

H = w (I-A) z (IZ-Z8)
peak max w 4R2

Hpeak = peak spectral irradiance (watts cm

A = bond albedo

Wma x = peak spectral radiant emittance at wavelength kmax

where kmax is given by Wien's law

2898 (12-29)

kmax T(OK )

These data are summarized on Table 12-2. The values of T e for each

planet were obtained from Kuiper 27. The peak irradiances from

reflected solar radiation are based on the solar illumination curves for

a 6000°K black body and the planetary albedo at the peak power wave-

length. The superior planets (those outside the earth's orbit) are

assumed to be at oppostion, the inferior planets (those within the

earth's orbit) are assumed to be at greatest elongation. These astro-

nomical terms are explained by Figure 12-23.
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Earth radiation to space consists of reflected solar energy

and self-emitted energy. Spherical albedos of the earth in the wave-

length regions of interest are as follows 28"

Wavelength Spherical Albedo

Ultraviolet 0.50

Visible 0.40

Infrared 0.28

The mean albedo over the solar spectrum is approximately 0.35. In

addition, the earth radiates by self-emission as a black body at a

temperature of 220°K to 320°K, depending on latitude. When the

,,ibedo and black body radiation from the earth's surface is combined

with the effect of selective atmospheric absorption, the spectral

radiant emittance of Figure 12-24 results.

For distances sufficiently great that the earth may be treated

as a point source, the spectral irradiance may be calculated by assum-

ing that the earth is a Zambertian radiator and using spectral radiant

emittance of Figure 12-24. Alternately the total irradiance over the

solar spectrum may be calculated by using the solar constant and the

average albedo. The spectral irradiance at a distance R from the

center of the earth under the point source assumption is

Wk wd 2

H k -
w 4R 2

whe r e

I wattsW k = spectral radiant emittance 2
cm micron

d = diameter of the earth 12.73 x 103 km

R = distance from the earth's center (km)

(12-30)

of Figure 12-24

In the case of reflected radiation, the above expression represents a

maximum H k corresponding to the fully illuminated earth being viewed

by the receiving surface. The problem of determining the irradiance
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of a body near the earth (or any other planet) is more difficult since the

view factor must be taken into account. This problem has been exhaus-

tively treated by Dennison 29' 30. The reflected solar irradiance H k

incident on a unit surface of a body near a planet is given by

H k = WKF (12-31)

where W k is the radiant emittance of the reflected solar energy and F

is a purely geometrical factor which is a function of the altitude of the

body and its orientation relative to the planet-sun axis. F is plotted in

Figure 12-25 as a function of altitude for various values of the bistatic

angle _. The bistatic angle is formed by the planet-sun line and the

position vector of the satellite. F has been computed by Dennison for

numerous orbit parameters.

12.4.3 Terrestrial Atmospheric Background

The radiance of the sky in the optical wavelengths is the result

of two mechanisms: molecular scattering of incident radiation and

emission by atmospheric constituents as a result of absorption of incident

radiation. Atmospheric emission is significant only at wavelengths

longer than 2 M. Scattering of solar radiation is the overwhelming con-

tribution to daytime sky radiance in the visible and near visible wave-

lengths. Daytime spectral sky radiance versus wavelength for the

infrared region is plotted in Figure 12-26 31 and for the visible region

in Figure 12-27. Figure 12-27 assumes clear sky conditions; radiances

of sunlit clouds are typically an order of magnitude greater.
32

S.K. Mitra estimates the contributions of various sources of

night sky radiance as follows:

Starlight 30%

Zodiacal light 15%

Galactic light 5%

Air glow 40%

Scattered light from last 3 sources 10%

12-37



I.O

O.S

OJ

0.7

'0.£

0.5O.4
M

0.3

0.2

0.1

200 400 I000
AIIIlude-Stotute I_les

I_|ev&tion An|le, IS • 0*

Asimuth J_le, _' : 0*

t0o0o

Figure IZ-25. lllumination factor as a function of altitude for

parametric values of bistatic angle, _.

12-38



iO-Z

T
z

<I

co

i
Z
0

L)

u
z

Q

a
z

0
11:

m

I0 -3

10-4

10-5

P

'\!

I0"6

0 I

Figure 12-26.

VIEW

ELEVATION

ANGLE:

/
/

32 4 5 6

WAVELENGTH, MICRONS

Clear sky radiance at Colorado

Springs, Colorado; sun angle =

45 degrees.

12-39



i0 -I

r,,
W
I--
u'J

I
Z
0
,,. 10-z
U

i
I

N

U

_- io-3
I-

Z

0 10-4$

a I0-s
Z
3
0
E
(.9

io-6

i I i I I I I I I I I I 1 I I I =

SEA LEVEL

I I I i I I

1.0

_ 300°K BLACK

BOOY ENVELOPE

llZ

[ I I i

Io

WAVELENGTH, MICRONS

Figure 12-27. Diffuse component of typical back-

ground radiance from 30 km and

sea level zenith angle 45 degrees,

excellent visibility.

12-40



These estimates are for visible wavelengths and for conditions

several hours after sunset with no moon. Twilight and moonlight will

be considered separately. All these components of night emission vary

in different ways with direction, time, atmospheric and meteorological

conditions. Values of night sky radiance presented here are typical.

According to Mitra, peak sky radiance due to stellar sources is
of the order of 10-l watts/cm2-steradian-_ at 0.55M and follows approx-

imately a Planckian spectral distribution. The effective irradiance

produced at ground level is 3.34 x I0 -10 watts/cm 2 at 0.55 . These

figures are i/4 to 1/6 the actual visible light observed from the night

sky at a dark location on a clear night. The remaining contributions

come from diffuse sources. The principal noise interference problem

due to stars is the result of the relatively small number of very bright

stars.

Measurements of the spectrum of diffuse night sky radiance have

33
been made by F.E. Roach. The results shown in Figure 12-28 are

averaged over times, seasons, and direction of view in the celestial

sphere. Figure 12-29 34 shows clear sky radiance in the infrared for

various zenith angles. Except for the narrow intense N a and H atomic

lines, relatively light sky emissions appear between 0. I and 1.0 microns.

Beginning at 1.0 microns intense OH molecular bands appear as "air

glow". Above 2 microns thermal emission from the dense lower atmos-

phere obscures the air glow. Twilight zenith sky radiance in the 0.4 to

0.7 micron band is illustrated in Figure 12-30 35 as an implicit function

of the depression of the sun below the horizon. Zenith sky radiance in

the 0.4 to 0.7 micron band from the full moon versus lunar elevation

angle is illustrated in Figure 12-3136 . Variation in lunar sky radiance

at zenith with lunar phase is illustrated in Figure 12-32. 37
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I

12.5 PROPAGATION OF RADIO FREQUENCY RADIATION THROUGH

THE TERRESTRIAL ATMOSPHERE

12.5. i Attenuation

Absorption in the ionosphere as illustrated in Figure 12-3338 is

very small for microwave frequencies. The effect of ionospheric

attenuation can be approximated by assuming that each 0. i db of

attenuation is equivalent to 7°K antenna noise temperature. Ionospheric

absorption is negligible for frequencies greater than 0.3 gcps.

Tropospheric absorption is due almost entirely to water vapor.

Calculated attenuation curves for the frequency range I.I gcps to

i00 gcps are shown in Figure 12-34 39 for various values of zenith

angle. The curves are in satisfactory agreement with experimental

attenuation data, shown in Figure 12-3540. Asummary propagation

data for a horizontal path, including rain and fog is given in Figure 12-36.

12.5.2 Turbulence Effects

For rf propagation through the troposphere, variations in the index

of refraction are principally due to water vapor irregularities. These

irregularities can be attributed to atmospheric turbulence. In the

stratosphere, which contains a negligible amount of water vapor as

compared to the troposphere, variations in the refractive index are less

and can be assumed to be primarily a function of thermodynamic

variations in pressure and temperature. Models have been developed,

describing the atmospheric structure in statistical terms, as a basis for

41, 45
the application of scattering theories Some correlation has been

achieved between these theories and a number of experimental measure-

ments 46, 51
taken over various path lengths under different and incom-

pletely defined meteorological conditions. A more definitive experiment

is required to provide good correlation between meteorological conditions

and measured effects on propagation. Such a program is presently under-

way, conducted by the Stanford Research Institute, and is designed

specifically to determine propagation limitations on multiple aperture

antennas for deep space communications. However, at this time only the
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preliminary analyses have been conducted 52 to outline the extensive

experimental program; the tasks of equipment construction, data

collection, and evaluation remain.

In the absence of definitive data, an indication of expected deviations

of an incoming wavefront over an antenna aperture can be gained from

the phase measurements obtained in the NBS Maul experimen_ 49. Here

phase deviations in transmission over a 15-mile path, which dropped

from i0,000 feet to i00 feet, were measured by two receivers for

several baseline lengths up to 4,800 feet. The measurements were

made at a frequency of 9,414 mcps, but the deviations in terms of path

length can be expected to be relatively independent of frequency. Since

the measurements at the various antenna locations were made during

different recording periods and therefore under different meteorological

conditions, the sample points are not strictly correlated over the base-

line range. The trend of these samples, however, is remarkable

consistent and is shown in Figure 12-37 where phase deviations have

been converted to linear deviations in the wavefront.

12.6 PROPAGATION OF OPTICAL FREQUENCY RADIATION IN THE

TERRESTRIAL ATMOSPHERE

12.6.1 Attenuation

Attenuation by the atmosphere at optical wavelengths is due to

absorption by molecular atmospheric constituents and to molecular and

particle scattering. The entire wavelength region from 0.3 to 5_ con-

tains thousands of sharp absorption lines due to H20, CO2, N20 , CH2,

0 2, O 3, CO and their isotopes. At low resolution these lines are

smoothed out so that they are manifested as absorption bands. Scattering

attenuation due to very small particle or molecular scattering is called

Rayleigh scattering. Rayleigh scattering varies as I/k 4 and produces

large attenuation at short wavelengths. Scattering by particles large

relative to the wavelength is called Mie scattering and is much less

wavelength dependent. Figures 12-38 and 12-39 `53 present a low

resolution picture of atmospheric attenuation from 0.3 to 5_. These
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curves are based upon excellent sea level visibility (>50 miles} and

typical atmospheric water vapor content (2 precipitable centimeters of
water in a vertical column above the observation station). Attenuation at

54
0.63_through fog and rain is shown in Figure 12-40

12.6.2 Turbulence Effects

Communication and tracking by coherent light through the
atmosphere results in system limitations in addition to those imposed

by attenuation and scattering associated with incoherent waves. Laser

beam directivity and coherence are degraded by the presence of atmos-

pheric turbulence. The turbulent atmosphere is inhomogeneous and its

index of refraction is a function of position and time. As a result of

this variation, the character of the beam is altered by the following

phenomena :

i. Loss of spatial coherence: destruction of the phase coherence

across the beam, the phase changing rapidly with position,

leads to blurring of the image.

Z. Scintillation: Variations in intensity due to atmospheric

turbulence result from random changes in beam cross section.

3. Image dancing: variations in the angle of arrival of the

received wavefront will cause the image to be focused at

different points in the focal plane of the receiving optics.

4. Beam steering: the entire beam may be deviated from the

line of sight, giving rise to a loss of power at the receiving

aperture.

5. Random polarization fluctuation.

Any quantitative treatment of the effect of atmospheric turbulence

must account for the finite beam diameter, D, which may vary from

several millimeters up to several meters, and the important parameter

is the ratio of D to inhomogeneity dimensions _.
First, if D/_ << i, the major effect of the turbulence will be to

refract the beam as a whole, so that over ranges large compared to _,
the projected location of the center of the beam will execute a two-

dimensional random walk in the receiver plane. Hence, if the turbulence

is isotropic, the displacement of the beam from the line of sight will be
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Rayleigh distributed. Second, if D/_ = I, the inhomogeneities will, in a

first approximation, act as lenses which focus and defocus all or parts

of the beam, causing a granular structure of the wavefronts. The

steering and spreading of the beam will both be small in this case; and

unless the transmission range is larger than the far-field range,

scintillation will also be small. Last, if D/_ >> l, small portions of

the beam will be independently diffracted and scattered (focused and

defocused). Thus, for ranges large compared to _2/k, along with

spreading of the beam, we expect a badly distorted wavefront in which
intensity fluctuations are strong. 55 For an earth-based receiver and

a deep space transmitter, D/_ >> 1 is always the case so that the

principal effects are loss of coherence, scintillation and image dancing.
For an earth based transmitter and spaceborne receiver, D/_ << I is

the case and image dancing and scintillation result.

5612.6.3 Loss of Spatial Coherence

Spatial coherence is degraded by phase changes in a direction

perpendicular to the propagation direction. Due to local refractive index

variations in the path of the rays collected by the aperture the initially

plane wavefront becomes distorted so that the aperture is no longer an
equiphase surface.

In order to illustrate the effects of loss of spatial coherence at

the aperture plane of an optical heterodyne receiver, a power reduction

factor p will be defined as the ratio of the power received when the

wave is partially coherent to that received when it is totally coherent.

p may be expressed for optical heterodyne detection systems as

p = %_(z) (12-3Z)
Z

where d_(z), plotted in Figure 12-41 (Fried) contains the dependence of

signal-to-noise ratio on receiver diameter and z is the receiver aperture

diameter in units of coherence length ro, given approximately by

ro(X.,_ ) = ro(ko, 0)_---J [cos ,]3/5 (12-33)
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where

k = wavelength

_b = zenith angle

and zenith angle 0ro(X o, 0) = coherence length for wavelength k°

Physically, r is a measure of the spatial coherence in a plane per-
o

pendicular to the propagation direction. The power reduction factor
2

p decreases as z for z > i. The power reduction factor is plotted in

Figure 12-41 as a function of normalized receiver aperture diameter.

The coherence length r is plotted in Figure 12-42 as a function of
O

wavelength for various receiver altitudes and transmission path zenith

angles {as indicated geometrically in Figure 12-43).

It can be seen that the useful collector diameter may be quite

small for wavelengths in the visible and near infrared. The advantage

of using longer wavelengths can be seen from the k6/5 dependence of

the coherence length. Since this is approximately a linear relationship,

a factor of l0 or more increase in effective collecting aperture diameter

is possible in going from 1.06Mto 10.6M.

12.6.4 Image Dancing

For the case of an earth receiver viewing an exoatmospheric plane

wave source, Hufnage157 has shown that the mean square beam deflection

on the image plane of a receiver having aperture D (cm) is given by

A@2 2.7 X I0 l0= sec_ {12-34)
DI/3

where _ is the zenith angle. Table 12-3 gives bounds on the rms beam

deflection for average daytime seeing conditions for various zenith

angles. Diffraction limited optics and a source wavelength of 6328/_

are assumed.
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RMS angle of arrival fluctuations versus zenith angle _ and

receiving aperture diameter are listed below from Equation (IZ-34)

Diffraction limited beamwidth 1 sec 0.1 sec

Receiving aperture diameter 0. 131 m 1.31 m

Zenith Angle

0

3O

45

6O

A0rmsarc-sec (_rad)

1.75 (8.4)

1.88 (9.0)

z.08 (i0.0)

z.45 (11.8)

0.76 (3.65)

o.8z (3.84)

0.91 (4.37)

1.08 (s.18)

Table 12-3. Beam deflection limits for average daytime

seeing conditions at various zenith angles.

The random variation in angle of arrival of the beam in the earth

based is analogous to the "quivering" of stellar images. It is found that

stellar images do not remain fixed in the telescope field of view, but

undergo random displacements in all directions. Typical observed values

of A0 as a function of zenith angle are shown in Figure 12-4458 for
rms

nighttime turbulence conditions.

Davis 59 states that for typical daytime turbulence conditions,

the rms deviation in angle of arrival /NOrm s for vertical propagation

through the atmosphere is approximately 14 _rad. Weak and strong

turbulence conditions change this by factors of 0.2 and 1.Z5 respectively.

For nighttime turbulence conditions A0rm s is stated to be approximately

2. i _rad. As was pointed out, the effect of imaging dancing is to cause

an image to be focused at different points on the focal plane of the

receiving optics. However, for the case of an earth based transmitter

where D/_ << i, it leads to beam steering and scintillation in the far

field (i.e., at the deep space receiver).

IZ.6.5 Scintillation

Scintillation or fluctuations in intensity of signals received from a

far exoatmospheric optical transmitter are analogous to the twinkling of

12-59



tOp.r

5p.r

0
0o o

C 0 O O0 iO 0_;0

81 o % o
0 0-'' 0 0

2 3 4 5 6 7 8

_, SECONDS

I I I I I I I I I I I I

60 65 70 75 76 77 78 79 80 81 82 83

¢, DEGREES

Figure lZ-44. Dependence of the amount of quivering of

stellar images on the zenith distance.

9

I

84

12-60



stars for which considerable empirical data at visible wavelenghts is

available. The magnitude of the fluctuations depends on the dimensions

of the receiving optics aperture, the zenith angle of the light source,

and meteorological conditions. The receiving aperture diameter also
significantly effects the dependence of fluctuation magnitude on source

zenith angle. Figure 12-45 shows the empirical dependence of scintil-
lation amplitude on receiving aperture diameter. Figures 12-46 and

12-47 show for two receiver aperture sizes variation of the quantity

log _p with zenith angle _. Here _p = [(P-_)/_Z]2 p is the actual
light flux through the receiver aperture, and P is the time average

6O
light flux through the aperture.

For propagation from a receiver located at an altitude h through

the entire atmospheric layer, Davis 61 has developed graphs showing

scintillation as a function of wavelength. Figures 12-48 through IZ-50

show for average daytime turbulence conditions the mean square devia-

tion in log level of intensity versus wavelength _ for zenith angles

of 0, 60, and 70.5 degrees respectively. These curves are valid

for L >> _--R where L is the correlation length or outer scale
o O

size for atmospheric turbulence, k is wavelength, and R is

range.

12.6.6 Beam Steering

The net effect of numerous deflections of the beam over its path

is to produce a deviation A_ of the beam from its line of sight path.

This effect is referred to as beam steering. Essentially the projected

location of the center of the beam executes a two-dimensional random

walk in the receiver plane. If the turbulence is isotropic, the displace-

ment of the beam from the line of sight will be Rayleigh distributed.

Making the assumption that the correlation distance for the derivative

of the angular deviation with respect to distance along the path is small

compared to the total range R, it can be shown that the net lateral

displacement of a ray has an rms deviation

RA@rms (12-35)
RA_

rms _.
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Hence it may be inferred that the beam is deviated by 62

A0t
rms _-2

Aerms
(IZ-36)

When the receiver is in the far field of the transmitter, beam

steering will be negligible if the rms angular deviation of the beam

A_ is small (i/3 or less) compared to the half angular divergence
rms

of the beam. 56

12.6.7 Random Polarization Fluctuation

An estimate the amount of polarization fluctuation to be expected

has been made by Hodara. 63 If the initial polarization has components

E Ix in the plane of incidence with the interface of constant index of

refraction (See Figure 12-51) and Ely parallel to that interface, the

initial polarization direction is given by the argument of

E

tan _ - ix (IZ-37)
E

ly

After refraction through the interface, the transmitted components have

different polarization direction given by

tan (_ -A_) =
Zx

(iz-38)

Let the correlation distance L be defined as the distance in
C

which the spatial correlation function C Iz(p) of the atmospheric refrac-

tive index fluctuation An falls to 0.5.

CIZ(p ) = </_n(r)An(r+p)> (IZ-39)

where the angular bracket indicates an ensemble average. Both L c

and <AnZ> are functions of altitude. Empirically it has been found
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that <ZSnZ> and L are given by the curves of Figures 12-52 and 12-53.
C

If L is the correlation distance in the direction of propagation and
cz

Lct is the correlation distance transverse to the direction of propaga-

tion, then for

and

2

-_ Lcz
Z

Lct

--<< i

(1Z-40)

An tan 2 0 << 1

the polarization components may be expressed in terms of the

turbulence fluctuation parameters as

Ezx 1 +An (1 -tan2@)

Elx (I + An/2)(l - tanZO)

= x (12-41)

E
ly

l+An
(1 + An/Z) (1 - tanZ8)" = y (12-42)

where 0 is the angle of incidence at the interface of constant index of

refraction. The change in polarization through the interface of constant

index of refraction is

A ¢c tan- 1 E 1 E ly
: _22xy - tan- _ (12-43)
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In terms of turbulence fluctuation parameters

From Figure 12-51

1 - - tan
Agc" - 2 x (12-44)

tan q5+ --
Y

it may be seen that tan 6)= L /LctCZ

tan @ = Lcz/Lct (12-45)

while from Equations (12-29)and (12-30)

= 1 - An tan 2 @ (12-46)x
Y

Combining (12-40), (12-45), and (12-46)in (12-44)gives for the phase

change in one coherence interval

2
L

A_5 An cz sin 24) (12-47)
c 2 L 2

ct

Over a path length L there are L/L such elements. Adding the
c

polarization changes on a mean square basis and taking the time

average,':' the mean square value of the maximum polarization change

is given by

2

_--cz (12-48)
ct

Typically, for an isotropic turbulence structure and a i0 kmhorizontal

path at a 50 meter altitude

A_ = 0.005 radians

':'Assuming the process to be ergodic so that<A6)2> = A@ 2 where

the bar indicates a time average.
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For an initial polarization of _ = 45° ,

--_--_ I percent

This result is consistent with measurements made by Goodwin 64 of

Hughes Research Laboratories.
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